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EQUIVALENCE SCALES FOR THE DISTRIBUTION OF 

CONSUMPTION EXPENDITURES IN ITALY: PROPOSED 

METHODS TO UPDATE THE CARBONARO SCALE 
 

Andrea Cutillo, Alessandro Romeo, Livia Celardo 
 
 
 

Abstract. Comparing the well-being of different households requires knowledge not only of 
the resources available to them, but also of their needs. This seems to be possible, albeit with 
some effort and approximation, by defining an equivalence coefficient that indicates, using 
a reference household, how much a family with different characteristics needs to enjoy the 
same standard of living. Equivalence scales are typically used to make the expenditure of 
households of different size and composition comparable. In this paper, using data from the 
2017-2019 Italian Household Budget Survey (IHBS), we propose an equivalence scale 
calculated using a simple method based on recent improvements in absolute poverty 
methodology. To validate our analysis, we compared the results with the original Carbonaro 
scale calculated in 1985, a version of the Carbonaro scale updated using the 2017-2019 HBS 
data, and scales calculated using complete household demand systems. Finally, we present a 
simple and intuitive method to assess which of these scales performs better in the Italian 
economic context. Preliminary results suggest that the Carbonaro scale, as originally 
constructed, is now outdated and needs to be revised. On the contrary, the proposed approach 
of using absolute poverty thresholds as a proxy for essential expenditure seems to provide 
encouraging results, especially in the light of the evolution of the Italian socio-economic 
context and the relationship that must exist between absolute and relative poverty. 

 

1. Introduction 

Comparing household welfare necessitates knowledge of their resources and 
needs. This is approximated by defining an equivalence coefficient indicating how 
much a family with different characteristics requires to enjoying the same living 
standard as a reference family. Equivalence scales offer parameters for comparing 
expenditure or income levels, accounting for economies of scale deriving from 
sharing expenditures. They are a key tool in welfare analysis, addressing income and 
consumption distributions, inequality and poverty (Buhmann et al., 1988; Deaton 
and Zaidi, 2002). 

Deaton and Zaidi (2002) identify three main approaches for calculating 
equivalence scales: the subjective approach, which relies on household surveys; the 
normative approach, where institutions set scales based on objective assumptions; 
and the behavioural or utility-based approach, which analyses household 
consumption expenditure patterns. The subjective approach is generally seen as 
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unsuitable for welfare analysis due to difficulties in designing effective surveys. The 
normative approach, such as the OECD modified scale, facilitates international 
comparisons but may not fully adapt to different socio-economic contexts. The 
behavioural approach appears more appropriate, expecially in country-specific 
studies, though it relies on assumptions that can be hard to verify and presents 
econometric challenges (Blundell and Lewbel 1991; Dudel et al., 2021). Importantly, 
inequality measures are highly sensitive to the equivalence scale used (Ferreira and 
Ravallion, 2011).  

In Italy, the National Institute of Statistics (Istat) uses two equivalence scales: the 
modified OECD scale for calculating equivalent incomes and the At Risk of Poverty 
indicator, and the Carbonaro scale (Carbonaro, 1985), used for equivalent 
consumption expenditure and the Relative Poverty indicator. The Carbonaro scale, 
based on Engel's behavioural approach, adjusts expenditures according to household 
size. After the 2022 revision of Italy’s absolute poverty methodology, Istat is 
considering updating its relative poverty methodology, as the Carbonaro scale may 
no longer reflect the current socio-economic environment. 

Preliminary findings suggest that the Carbonaro scale’s validity is declining. 
Even when updated with current data, the method - using food expenses as a proxy 
for essential needs - seems increasingly unsuitable in modern Italy. Methods based 
on complete demand systems have also shown unsatisfactory results, raising 
questions about whether well-being should be measured using only essential 
expenses or all types of expenditures. These methods also fail to clarify the best point 
in the expenditure distribution for calculating scale coefficients. In contrast, a 
modified Engelian approach, which builds on but diverges from the Carbonaro 
model, shows promising results. This approach uses absolute poverty thresholds as 
proxies for essential expenses, as they represent exactly the minimum expenditure 
required to avoid severe social exclusion in Italy today. 

The paper proceeds as follows: Section 2 defines equivalence scales and their 
plausibility criteria. Section 3 outlines the methods compared. Section 4 presents 
results and discusses scale plausibility. Section 5 introduces a simple empirical 
method for selecting the most suitable scale. Section 6 concludes. 

 

2. General definition of equivalence scale and plausibility of the scales 

Let z = (z1, . . . , zk ) denote k household characteristics. All households can choose 
between m goods with prices captured in p = (p1, . . . , pm). Household demand is 
then given by the demand function D (p, y, z) = q = (q1, . . . , qm), where qi is the 
demand for good i and y is household income. Household utility is given by U (q, z). 
The expenditure function can be defined by E (u, p, z) = minq [p'q|U(q, z) = u]. Then, 
household equivalence scales are defined as: 
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 𝑆(𝑢, 𝒑, 𝒛ℎ, 𝒛𝑟) =  𝐸(𝑢,𝒑,𝒛ℎ)𝐸(𝑢,𝒑,𝒛𝑟)       (1) 

where zh and zr are the household characteristics of two different households h and 
r. Therefore, an equivalence scale is a function that calculates the ratio of 
expenditures between two households, with different compositions but the same 
level of utility and facing identical prices. According to the literature, several criteria 
have been proposed for assessing approaches for equivalence scale estimation by the 
resulting scale values, mainly based on empirical regularities.  

We assume that the equivalence scales only depend on household size n, such 
that they can be written as S (u, p, n). Following Dudel et al. (2021) the criteria are: 

S (u, p, n + 1) > S (u, p, n),        (2) 

S (u, p, n + 1) ≤ S (u, p, n) + 1,       (3) 

S (u, p, n + i + 1) – S (u, p, n + i ) ≤ S (u, p, n + i ) – S (u, p, n + i − 1).  (4) 

Criterion (2) states that equivalence scales must be strictly increasing functions 
of household size, based on the assumption that each additional household member 
incurs costs. Criterion (3) posits that the effect of the household size must be no 
greater than one, due to economies of scale. Criterion (4) states that the increase in 
scale should diminish or at least remain constant with household size.  

 

3. The scales under different approaches 

- MODEL 1 - Engel’s approach: the Carbonaro scale 

The Carbonaro scale is a behavioural approach that reflects consumer behavior 
in Italy, following Engel’s (1895) method of using household expenditure to assess 
welfare. Engel's approach suggests that the share of household expenditure on 
essential goods varies by household type and decreases as income rises. According 
to this theory, two households have comparable well-being if they spend the same 
proportion of their total expenditure on basic goods. As household size increases, 
expenditure on essentials grows, requiring a higher total expenditure to maintain the 
same ratio. Equivalence scales are derived by comparing the expenditures of 
different household types that allocate the same share of their budget to essential 
goods. Starting from the beginning, essential goods were associated with food 
expenditures, so much so that Engel's approach was often referred to as the Engel 
food ratio method. So did Carbonaro, who employed a double logarithmic function 
to model the Engel curve for food expenditure: 𝑙𝑜𝑔𝐴 = 𝑎 + 𝑏𝑙𝑜𝑔𝑌 + 𝑐𝑙𝑜𝑔𝑁 + 𝑢 ,      (5) 
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where A is the food expenditure of the generic household i, Y is the total consumption 
and N is the household size, while b and c are, respectively, the regression 
coefficients of total expenditure and household size in logarithmic form. Deriving 
with respect to the number of members, and equating the elasticity with respect to 
the number of members of total expenditure to the one of food expenditure (in order 
to keep the food ratio constant), the elasticity is found:  𝑒 = 𝛿(𝑙𝑜𝑔𝑌)𝛿(𝑙𝑜𝑔𝑛) = 𝑐1−𝑏 .        (6) 

Using data for the period 1981-1983, the Carbonaro scale was calculated on the 
basis of the elasticity obtained (e = 0.67). Moving from the constant elasticity to the 
equivalence coefficients, setting the scale coefficient for a household with a size 
equal to one as the reference (k1=1), the scale for households with a larger size is: 𝐾𝑁+1 = 𝐾𝑁(1 + 𝑒𝑁) .        (7) 

- MODEL 2 - Engel’s approach: the absolute poverty threshold as a proxy of 
essential expenditures 

The basic idea of Engel's method is that essential goods are necessities, where 
consumer choice is very limited. While food expenses were initially identified as 
essential expenditures, today's socio-economic context. Carbonaro himself 
addressed this issue in 1985. However, even if other essential expenses like clothing 
and housing are considered alongside food, another challenge remains. The cost of 
these essentials can vary based on household preferences and available resources; 
for instance, fulfilling the need for clothing may involve purchasing more items 
and/or opting for higher-cost clothing, involving discretionary spending. 

The methodology of absolute poverty thresholds (Istat, 2009; Cutillo et al., 2022), 
calculates poverty thresholds as the monetary value of a basket of goods and services 
deemed essential. This basket includes not only food but also housing costs, and a 
residual category covering clothing, education, health, mobility, information, and 
communication needs. Absolute poverty thresholds are determined based on the 
minimum costs required to meet essential needs, both in terms of necessities and the 
lowest market prices available. Therefore, these thresholds accurately represent the 
expenditure necessary for households to meet their basic needs. In other words, they 
are exactly what was previously measured by the proxy variable food expenditure. 

This approach aligns with Engel's theory, where households allocate their income 
first to meet minimum essential needs, and after this threshold consider discretionary 
spending. For example, once the threshold is met, households might choose higher-
quality food, greater heating in the home, purchasing branded clothing, and so forth. 
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Thus, we estimate the same equation as in (1), substituting food expenditure with 

the absolute poverty thresholds, which are specific to each type of household. Indeed, 
the thresholds vary by region, type of municipality, and the number and age of 
household members. Since the threshold is exogenous to survey data, its share 
relative to household expenditures can exceed 1 for all households in absolute 
poverty. This contrasts with food expenditure, which inherently does not pose this 
issue. It would be appropriate to exclude absolute poor households, as they do not 
even meet a minimal standard of well-being. However, empirical results are largely 
consistent, and we include the entire sample in this initial analysis to ensure 
comparability under the same conditions. This is also why we employ the original 
formulation of Carbonaro as presented in equation (1), despite other functional forms 
(e.g., Carbonaro, 1991; Deaton and Muellbauer, 1986; De Santis, 1996): 𝑙𝑜𝑔𝑇𝑖 = 𝑎 + 𝑏𝑙𝑜𝑔𝑌𝑖 + 𝑐𝑙𝑜𝑔𝑁𝑖 + 𝑢𝑖 ,     (8) 

where T represents the absolute poverty line for the generic household i and the other 
letters have the same meaning as in equation (5). It can be seen that, with the 
exception of the dependent variable, the model is the same as equation (5) and 
therefore equations (6) and (7) are still valid for calculating elasticity and scale. 

- MODEL 3 - Engel’s approach: absolute poverty threshold as a proxy of 
essential expenditures with territorial controls and non-constant elasticity 

The model in equation (4) is modified in order to take into account two aspects 
related to the number of components. First, a number of territorial variables in 
dichotomous form are added in order to control for the different distribution of 
households by size between different regions and different types of municipality:  𝑙𝑜𝑔𝑇𝑖 = 𝑎 + 𝑏𝑙𝑜𝑔𝑌𝑖 + 𝑐𝑙𝑜𝑔𝑁𝑖 + ∑ 𝑑𝑗𝐾𝑗𝑖 +𝑗 𝑢𝑖 ,    (9) 

where 𝐾𝑗𝑖 is equal to 1 if the generic household i resides in the generic territory j  

(given by the interaction between region and type of municipality) and 0 otherwise.  
Secondly, we allow the elasticity not to be constant as the number of components 

changes, but to be differentiated as the number of components varies1. 
 

- MODEL 4 - A complete demand system: the Stone-Gary approach 

The Linear Expenditure System (LES) proposed by Stone (1954) is the first 
expenditure system based not on a single equation, but on a system of equations, 

                                                      
1 We run the same regression in pairs of numbers of components (e.g. one and two components; two and three 
components; and so on). Other forms could be used (e.g. De Santis, 1996, p. 46) but for the sake of comparison in 
this step of the analysis, we prefer to use equations as similar as possible to the one in Carbonaro (1985). 
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each of which covers expenditures for one of the m goods (in our case, the Coicop 
divisions of expenditures). Starting from the Stone-Geary utility function:        𝑋𝑖 = 𝑝𝑖𝑎𝑖 +  𝑏𝑖(𝑋 − ∑ 𝑝𝑗𝑛𝑗=1 𝑎𝑗 )                                                                          (10) 

with X denoting total expenditures, 𝑋𝑖 expenditure on good i; 𝑝𝑖𝑎𝑖 being interpreted 
as the minimum expenditure on good i (prices by quantities); and 𝑏𝑖 being the 
marginal budget share of good i , with the restriction that ∑ 𝑏𝑖 = 1. The system of 
equations can be estimated for each household type (Deaton 1975), whereby we set 
prices equal to one as a common practices in the literature (e.g. Dudel et al., 2021). 
The unit values of the scale S can then be estimated as follows:          𝑆 = ∑ 𝑎𝑖ℎ𝑚𝑖=1∑ 𝑎𝑖𝑟𝑚𝑖=1                                                                                                              (11) 

where 𝑎𝑖𝑟 is the reference household’s minimum expenditure on good i facing prices 

p (set to one in our case) for good i; 𝑎𝑖ℎ is thus the comparison household’s minimum 
expenditure on good i. The core idea of the model is that household expenditure on 
the good i  depends on a minimum expenditure component (the constant term ai) plus 
a fixed proportion of the supernumerary expenditure (the term in brackets in equation 
(10)).  In this context, the scale is determined by the ratio of the sum of minimum 
expenditures between the household type h and the reference household r. Last, we 
estimated the parameters of interest non-linearly and we further added to equation 
(10) a quadratic term of the supernumerary expenditure to count for non-linearity of 
the Engel curves (Howe et al., 1979; Dudel et al., 2021).   

- MODEL 5 - A complete demand system: the quadratic almost ideal demand 

system 

The Almost Ideal (AI) demand system was first developed by Deaton and 
Muellbauer (1980) and it became very popular in the economic literature to measure 
household consumption behavior relative to change in commodity prices. Starting 
from the price-independent generalized logarithmic (PigLog) class of preferences 
and formalizing as in Ray (1983) in order to estimate equivalence scale: 𝑤𝑖 = 𝑎𝑖 +  ∑ γ𝑖𝑗𝑚𝑗=1 𝑙𝑜𝑔𝑝𝑗 +  𝑏𝑖∗ log ( 𝑋𝑆𝑃)                                                          (12) 

where 𝑤𝑖 is the expenditure share for good i; 𝑎𝑖 is a constant term. γ𝑖𝑗 represents the 

effect of a change  in the price of commodity j on the share of expenditures on 
commodity i; 𝑏𝑖∗ = 𝑏𝑖 + 𝜂𝑖𝑑ℎ, where 𝑏𝑖 is the marginal effect of log expenditure and 𝑑ℎ is a dummy variable indicating the respective household type relative to the 
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reference household; P is a price deflator for expenditure2; S is the unit value of the 
equivalence scale for each household type relative to the reference household  (S = 

1 + 𝜌𝑑ℎ, where ρ measures the needs of the comparison household relative to the 
needs of the reference household). The sum of 𝜂𝑖 and 𝑏𝑖 gives the expenditure 
elasticity of each household type relative the comparison household. The parameters 
of the model can be estimated non-linearly also adding a quadratic term (Banks et 
al., 1997), thus coming up with a Quadratic Almost Ideal (QAI) demand system.   
 

4. The results 

The findings presented in this section are derived from pooling data from three 
consecutive years: 2017, 2018, and 20193. Initially, we compute an updated 
Carbonaro scale using the same methodology (MODEL 1). Compared to the original 
model, we observe a substantial increase in the elasticity of consumption relative to 
household size (from 0.67 to 0.87), resulting in equivalence scale values detailed in 
Table 1 (with a two-person household serving as the reference) which entail a 
decrease of the economies of scale over the years for larger households. 

However, these outcomes starkly contrast with observed trends in Italian 
consumer spending over recent decades, as also noted by the Inter Institution 
Scientific Commission on Absolute Poverty. Specifically, there has been an increase 
in economies of scale for larger families, particularly in three areas. Food 
expenditure (facilitated by the widespread availability of large-scale distribution, 
which allows large families to buy large packages at lower unit prices). Rent and 
imputed rent costs (with a significant increase in the cost per square metre of smaller 
dwellings compared to larger ones). Energy expenditure (due to system charges on 
bills, which have shifted from variable consumption-based to fixed costs). 

The obtained results suggest that the original Carbonaro scale is no longer 
suitable for the contemporary Italian context. First, under consistent methodology, 
the results differ significantly. Second, these divergent outcomes cannot be justified 
based on prior findings. It appears plausible that food expenditure, particularly in an 
advanced socio-economic context such as Italy nowadays, may no longer serve as 
the most appropriate proxy for defining household essential needs. 
  

                                                      
2 The deflator P is obtained by setting a constant term and adding-up price products of different commodities. A 
formalized analysis of the deflator can be found in Deaton and Muellbauer (1980).  
3 As in the previous methodology, we used a pooled sample of three years (2017, 2018 and 2019) to obtain more 
robust estimates. Expenditure in 2020 and 2021 is distorted by the health emergency, which caused all expenditure 
categories except food and housing to fall, and 2022 was a year of very high inflation due to the economic recovery 
and the Russia-Ukraine war. 
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Table 1 – Equivalence scales by different methods. 

Household 
size 

Method 
Carbonaro Carbonaro 

updated 
Absolute 
threshold 
without 
territorial 
controls 
and with 
constant 
elasticity 

Absolute 
threshold 

with 
territorial 

controls 
and 

without 
constant 

elasticity 

Stone-
Geary 

Quaids 

1 0.60 0.53 0.67 0.69 0.70 0.87 
2 1.00 1.00 1.00 1.00 1.00 1.00 
3 1.33 1.44 1.25 1.29 1.17 1.15 
4 1.63 1.86 1.45 1.55 1.34 1.21 
5 1.91 2.27 1.63 1.78   
6 2.16 2.67 1.79 2.00 1.45 1.27 
7+ 2.40 3.07 1.94 2.24   
Relative 
poverty (%) 

11.5 13.1 10.7 11.9 14.1 12.1 

Before showing the results obtained through the Engel’s approach based on 
absolute poverty thresholds (MODEL 2), some checks are necessary. First, given the 
same family structure, the amount of essential expenditure must increase as total 
expenditure increases, for all family sizes. The regression coefficient b in the 
equation 𝑙𝑜𝑔𝑇 = 𝑎 + 𝑏𝑌 is positive and statistically significant for all the different 
family sizes4. Secondly, given the same family structure, the share of essential 
expenses should decrease as total expenditure increases, for all family sizes. Through 
the equation 𝑠𝑡 = 𝑎 + 𝑏𝑙𝑜𝑔𝑌, where 𝑠𝑡 is the share of essential expenses out of total 
expenses, the coefficient b is always negative and significantly different from 0. 

Through this approach, the elasticity is 0.49, implying greater economies of scale 
for larger families, in line with the evolution of Italian society as described above5. 
Compared to the original Carbonaro scale, and using a two-person household as the 
reference, the coefficients now range from 0.67 for single-person to 1.94 for 
households with 7+ members (in the Carbonaro scale, 0.60 and 2.40 respectively). 

When territorial controls are included and different elasticity with respect to 
component growth is allowed (MODEL 3), the scale adjusts slightly, with 
coefficients for larger families increasing. These values indicate that to maintain the 
same level of well-being, expenditure need to increase by 44.2% when moving from 

                                                      
4 As the thresholds are exogenous and equal for identical households, this effect is due to territorial differentiation. 
The cost of living, and thus both the thresholds and household expenditure are higher in wealthier areas. From a 
mathematical point of view, whatever the motivation, it is important that this empirical rule is respected. 
5 Moreover, the R2 is equal to 0.79 in respect of 0.42 when using the food expenditures. 
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one to two members, by 28% from two to three, by 20.4% from three to four, by 
15% from four to five, by 12.4% from five to six, and by 12.2% from six to seven. 

Regarding complete demand systems, estimated separately by household size, 
households with five or more members are grouped together. While MODEL 4 (the 
Stone-Gary approach) meets all the plausibility criteria outlined in Section 2, 
MODEL 5 (the quadratic almost ideal demand system) does not, particularly failing 
criterion (4) in section 2. Both scales exhibit a narrow range of values, indicating 
significant economies of scale, meaning that expenditure needs to increase 
minimally with household size to maintain the same level of well-being. Despite 
their theoretical validity, we argue that complete demand systems face three critical 
issues. First, it remains unclear whether to consider all expense types or focus solely 
on essential expenses when assessing a specific well-being level. Second, these 
systems are highly sensitive to the categorization of goods, which can vary 
significantly across different aggregations. Third, they fail to address a fundamental 
question about where to standardize welfare levels across households. 

 

5. An empirical way to evaluate the scales 

All the scales presented in the previous section, except for the Quaids (Table 1), 
meet the plausibility requirements outlined in Section 2. The results, however, vary 
significantly between scales. This variability is well-documented in the literature, as 
well as the fact that complete demand systems yield lower scale values than Engelian 
models. In evaluating the different approaches, in the previous section we considered 
their credibility within the socio-economic context. This section introduces a simple 
and empirical method to confirm or refute our choices, based on the relationship 
between absolute and relative poverty (based on equivalent consumption). In fact, 
relative poverty is a measure of inequality (Darvas, 2017), and it relies on the same 
rationale as the At Risk of Poverty Rate indicator on incomes. That is, also relative 
poverty indicates risk of poverty. It is thus expected that a significant percentage of 
absolute poor households are also relative poor6. In the 2017-2019 period, the 
incidence of relative poverty through the original Carbonaro scale is 11.5%, with 
88.5% of absolute poor households also identified as relative poor. Using the updated 
Carbonaro scale (MODEL 1), the overlap decreases to 82.9%, though relative 
poverty rises to 13.1%, further indicating that food-ratio method is no longer valid. 

Using the Engelian method based on absolute poverty thresholds (without 
differential elasticity and territorial controls – MODEL 2), the incidence of relative 
poverty is slightly lower (10.7% vs. 11.5%), and the overlap between absolute and 
relative poverty rises to 92.3%. When we allow the elasticity to vary with the number 

                                                      
6 The overlap cannot be perfect (i.e. 100% of the absolute poor households are also relative poor), because absolute 
poverty thresholds differ for the cost of living in the territory, while the relative poverty threshold is single. 
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of household members and add territorial controls (MODEL 3), the incidence of 
relative poverty (11.7%) is nearly the same as the reference, and the percentage of 
absolute poor households who are also relative poor increases to 94.3%. 

MODEL 4 shows a relative poverty incidence of 14.1%. Given the high number 
of households at risk of poverty, the percentage of absolute poor who are also relative 
poor is 92.7%, slightly lower than MODEL 3 despite the last has fewer households 
at risk of poverty. MODEL 5 yields a relative poverty incidence of 12.1%, but the 
percentage of absolute poor households at risk of poverty is notably low at 88.4%. 

These results further support our choice to use an Engelian model with absolute 
poverty thresholds as a proxy for essential expenditure. 

 

6. Discussion and conclusions 

After the 2022 revision of the methodology for calculating absolute poverty in 
Italy, Istat is considering refining relative poverty measures by updating the 
Carbonaro scale (1985), which dates back to the 1980s and may no longer be in line 
with the current Italian economic system. In this paper, we have presented 
preliminary results by comparing different scales. In our considerations, we use both 
theoretical issues and empirical evaluations, also supported by a simple and intuitive 
method. Equivalence scales are used to calculate the incidence of relative poverty, 
an inequality indicator that identifies households at risk of poverty. It is expected 
that households that are poor in an absolute sense are also poor in a relative sense. 

Our results suggest that Carbonaro scale is less and less suitable for today's Italy 
for two main reasons. First, new estimation with recent data produces different 
results. Second, the new estimates indicate a decrease in economies of scale over 
time for larger households, contradicting the trends observed in Italians' 
consumption expenditure in recent decades, as noted by the Inter Institution 
Scientific Commission on Absolute Poverty. In particular, economies of scale have 
increased for large households, especially for food, energy and rent expenditure. 

Following an Engelian approach, we calculated equivalence scales using the 
absolute poverty methodology and its recent improvements. Absolute poverty 
thresholds represent the minimum monetary value of essential goods and services 
needed to avoid severe social exclusion, which goes beyond food and includes 
housing, clothing, education, health, mobility and communication. Calculated at 
minimum cost, these thresholds accurately reflect the expenditure required by 
households to meet essential needs, i.e. what was previously measured by the proxy 
variable food expenditure. The use of poverty thresholds has a double advantage. 
Firstly, the goods and services considered do not only include food, and thus seem 
to be better suited to the basic needs in an advanced socio-economic context. 
Furthermore, being calculated at the lowest affordable cost eliminates potential bias 
resulting from household preferences even in the purchase of essential goods.  



Rivista Italiana di Economia Demografia e Statistica 17 

 
The results of the Engelian scale based on absolute poverty thresholds outperform 

those of the updated Carbonaro scale, showing greater economies of scale for large 
households. Our model adjustments address regional disparities and different 
household composition, improving accuracy. In particular, the differentiated 
elasticity by household size maximises the overlap between households in absolute 
poverty and those at risk of poverty. 

Scales based on complete demand systems have performed poorly for several 
reasons. Theoretical concerns include uncertainties about the inclusion of all or only 
essential expenditure and the inability to standardise welfare levels across 
households. Empirically, these systems do not meet the plausibility criteria of the 
equivalence scale, are sensitive to the choice of expenditure categories considered 
and show a low overlap between absolute and relative poverty. 

Future research will prioritise the Engelian model, which ensures a consistent 
welfare level assumption based on equal allocation of expenditure to essential goods 
across different households. Ongoing considerations include refining the age scale, 
determining the inclusion or exclusion of households that are too poor (that do not 
even reach a minimum level of welfare) or too rich (that cannot be considered 
representative of the majority of the distribution) and exploring quadratic forms of 
the Engel curve. The latter point is relevant since the quadratic form implies that the 
elasticity depends on the level of expenditure itself, an issue that violates the income-
independence assumption of Engel's model, but which can be resolved with some 
assumptions and simplifications. 
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Abstract. The statistical register for Public Administrations (REPA) contains information on 

structural and economic variables on a subset of the Italian PA Institutions. REPA includes 

different subpopulations, we focus on the subpopulation of municipalities, that are naturally 

grouped in regions. The economic variables of REPA include accrual and cash values, for 

both revenues and expenditures. This paper aims to analyse the economic management 

behaviour of Italian municipalities. To this aim, we adopt a multilevel latent class approach, 

which allows to simultaneously cluster municipalities and regions in groups with some 

typical profile starting from the observed economic variables. 
 

 

1. Introduction 

 

The statistical Register of Public Administrations (REPA) is a new product of the 

Italian national institute of statistics (Istat). REPA is integrated into a single logical 

environment, the Italian Integrated System of Statistical Registers (ISSR) (Luzi et 

al., 2019), comprising a series of statistical registers (basic, thematic and extended) 

that centralise and integrate data from administrative sources, statistical surveys 

carried out by the institute and new and emerging sources for the ongoing production 

of official statistics. REPA contains information on structural and economic 

variables for the subset of Italian Public Administrations in the so-called "S13 list" 

produced by Istat2, classified in different subpopulations. 

In this paper, we consider the subpopulation of Italian municipalities included in 

the S13 list, naturally grouped in regions, and analyse their economic management 

behaviour, both in terms of revenue and expenditure. We use a multilevel latent class 

analysis approach introduced by Vermunt (2003), which allows us to simultaneously 

classify municipalities and regions into groups with a typical profile based on the 

information provided by some observed continuous indicators. The structure of the 

paper is as follows. Section 2 describes the REPA informative contents. In Section 

                                                      
1 Any opinions and conclusion expressed are those of the authors and do not necessarily respect the 

views of the Italian national institute of statistics. 
2 https://www.istat.it/it/archivio/190748. 
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3, the multilevel latent class analysis is introduced and Section 4 reports the obtained 

results. Section 5 contains some concluding remarks. 

 

 

2. The statistical register for public administrations 
 

As introduced, REPA contains information on structural and economic variables 

for the subset of Italian public administrations in the S13 list. It includes different 

subpopulations, such as local governments, regions and autonomous provinces, 

ministries, constitutional bodies, social security funds, sanitary districts, etc. Each 

subpopulation has a specific structure and classification for its economic data. The 

REPA production process involves data collection, harmonization and integration, 

as well as data review, editing, and imputation, each tailored to the individual 

characteristics of each subpopulation. For more details on the contents of REPA and 

its production process, see (Varriale et al., 2024). REPA is still under development, 

but the design and implementation of the register are well-advanced for the 

subpopulation of local governments, including municipalities, unions of 

municipalities, provinces, mountain communities, and metropolitan cities (Varriale 

et al., 2021). Since our analysis focuses on the subpopulation of Italian 

municipalities, we will use the term REPA in the following to refer to this 

subpopulation and not to the whole register. 

The structural variables included in REPA are identifiers and register variables, 

territorial and stratification variables, status of activity, date of inclusion and possible 

exclusion from sector S13, transformation events, number of employees. The 

economic variables are the result of the integration and processing (i.e. imputation) 

of data from administrative sources. The primary source of information is the Public 

Administration Database (BDAP), while the auxiliary source is the Information 

System on the Operations of Public Bodies (SIOPE). Economic variables include 

accrual and cash values, for both revenues and expenditures. The accrual data for the 

revenue are the assessments (E1) while the cash data are the collections in accrual 

(E2) and the residual accounts (E3). For expenditures, the accrual data are the 

commitments (S1), the cash data are the payments on accrual (S2) and the residual 

accounts (S3). The information for both revenues and expenditures is organized into 

several hierarchical levels, following the structure of the certified balance sheet that 

all local governments are required to publish on an annual basis to certify their 

primary accounting data for the previous fiscal year (Guandalini et al., 2021). For 

each statistical unit (local government), there are 148 items for revenues - classified 

in titles, categories and types - and 1431 items for expenditures - classified in titles, 

macroaggregates, missions and programs. The highest level of aggregation of the 

items identified in the certified balance sheet is Titles, which is the level of 



Rivista Italiana di Economia Demografia e Statistica 21 

 

aggregation used in our analyses. Table 1 shows an example of a certified balance 

sheet (revenue) for a single municipality. The first digit of the balance sheet code 

represents the title, and to derive the information at title level for each economic 

variable E1, E2 and E3, it is necessary to sum the economic values (symbol “xxx”) 
identified by the same title.  

Table 1  Example of a certified balance sheet for a single municipality. Revenue. 

Item Balance sheet code Title E1 E2 E3 

1 1010101 1 xxx xxx xxx 

2 1010102 1 xxx xxx xxx 

… … … xxx xxx xxx 

… 3059900 3 xxx xxx xxx 

… … … xxx xxx xxx 

148 9029900 9 xxx xxx xxx 

Concerning the revenue, in our analysis we use per capita values of: E1 - 

Assessments (accrual data), and E2 - Collections in accrual (cash data). We only use 

the information from the first 3 Titles, which sum is the current revenue: Current 

revenue tax based, contributory and equated (T1), Current transfers (T2), and Non-

tributary revenue (T3). Concerning the expenditures, we use per capita values of: S1 

- Commitments (accrual data), and S2 - Payments on accrual (cash data). We only 

use the information from the first 2 Titles: Current expenditures (T1), and Capital 

accounts expenses (T2). We consider the subpopulation of Italian municipalities 

included in the S13 list in 2021 and analyse their economic management behaviour, 

both in terms of revenue and expenditure, by applying a multilevel latent class 

analysis. The objective is to cluster both the municipalities and their regions to 

highlight some typical profiles of economic behaviour. 

 

 

3. Multilevel latent class approach for REPA 
 

Latent class (LC) analysis (Goodman, 1974) is a well know approach in social 

science research usually applied to clustering or constructing typologies with 

observed variables. With a hierarchical data structure, the usual assumption of 

independence of observations is violated, and a multilevel approach allows correct 

inferences treating the units of analysis as dependent observations (Snijders and 

Bosker, 2012). Multilevel data occur when there are data nested in several 

hierarchical levels, e.g. students in institutes, institutes in school districts, or patients 

in hospitals. In the case of a two-level data structure, (that is the case of our data) 

level 1 units are also known as lower-level or individual units, while level 2 units are 

higher-level or group units. The basic idea of a multilevel LC model, introduced by 
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Vermunt (2003) is that some of the model parameters are allowed to differ across 

level-2 units.  

In order to describe our data we adopt a three index notation for responses: 𝑦𝑘𝑗𝑖 
is the observed value on the i-th variable (𝑖 = 1, … , 𝐼), on j-th lower unit (𝑗 = 1, … , 𝑛𝑘) in the k-th (𝑘 = 1, … 𝐾) higher level unit. In our analysis, according 

to the hierarchical nature of the data, municipalities represent lower-lever units j, and 

administrative regions higher-level units k. The total number of regions is K=20, 

while the number of municipalities, 𝑛𝑘, differs for each region. For each 

municipality, we observe economic variables from REPA: 6 revenues and 4 

expenditures. The vectors 𝒚𝑘𝑗 = (𝑦𝑘𝑗1, . . , 𝑦𝑘𝑗𝑖 , … 𝑦𝑘𝑗𝐼) and 𝒚𝑘 =(𝒚𝑘1, . . , 𝒚𝑘𝑗, … 𝒚𝑘𝒏𝑘) contain the I-variate responses of municipality j from region k, 

respectively.  

Applications of multilevel LC models results in simultaneously clustering 

individuals and groups in unobserved cluster, known as latent classes or mixtures: 

lower-level units are assumed to belong to one of L LCs differing in the distribution 

of the observed responses; higher-level units are assumed to belong to one of H 

higher-level LCs differing in the distribution of the lower-level LCs. The 

unobservable variables representing the lower- and higher-level classes membership 

are denoted by 𝑥𝑘𝑗 = 𝑙  (𝑙 = 1, … , 𝐿) and 𝑤𝑘 = ℎ (ℎ = 1, … ; 𝐻), respectively. 

The multilevel LC model (Vermut 2003) can be expressed in two basic equations. 

The first define the (mixtures) model for 𝑓(𝒚𝑘), the marginal density for the full 

response vector of group k; that is: 𝑓(𝒚𝑘) = ∑ 𝑃(𝑤𝑘 = ℎ) ∏ 𝑓(𝒚𝑘𝑗𝑛𝑘𝑗=1𝐻ℎ=1 |𝑤𝑘 = ℎ) (1)  

where 𝑃(𝑤𝑘 = ℎ) is the probability that group k belongs to higher-level LC h, while 𝑓(𝒚𝑘𝑗|𝑤𝑘 = ℎ) is the conditional density for the response vector of individual j in 

group k. The second equation is: 𝑓(𝒚𝑘𝑗|𝑤𝑘 = 𝑘) = ∑ 𝑃(𝑥𝑘𝑗 = 𝑙|𝑤𝑘 = ℎ) ∏ 𝑓(𝑦𝑘𝑗𝑖𝐼𝑖=1𝐿𝑙=1 |𝑥𝑘𝑗 = 𝑙 , 𝑤𝑘 = ℎ)  (2) 

where 𝑃(𝑥𝑘𝑗 = 𝑙|𝑤𝑘 = ℎ), is the probability that the individual j of group k belongs 

to LC l given that group k belongs to LC h and 𝑓(𝑦𝑘𝑗𝑖|𝑥𝑘𝑗 = 𝑙 , 𝑤𝑘 = ℎ) is the 

conditional density for response variable i of individual j in group k given the 

membership to lower-level LC l and higher-level latent class h. In the first equation 

conditional independence between units is assumed inside each higher-level class. 

i.e. between municipalities. In the second conditional independence is assumed 

between the variables measured on the first-level units. 
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Finally, in order to complete the definition of the LC model, conditional densities 𝑓(𝑦𝑘𝑗𝑖|𝑥𝑘𝑗 = 𝑙 , 𝑤𝑘 = ℎ) has to be specified, usually the choice is in the exponential 

family, in our case we assumed 𝑓(𝑦𝑘𝑗𝑖|𝑥𝑘𝑗 = 𝑙 , 𝑤𝑘 = ℎ) normally distributed. 

In our analysis, we applied two separate multilevel LC models for income and 

expenditure, the first using six variables, the second four variables. In both cases, we 

performed a logarithmic transformation of the original data. This choice was 

prompted by the observation of a strong right skewness of the distribution of all 

variables considered. This transformation makes it possible to emphasise the 

differences between the lowest values, which are the majority in both income and 

expenditure. The model is estimated with a maximum likelihood approach, with the 

program Latent GOLD, version 6.0 (Vermunt and Magidson, 2016). 

A major issue in the application of the multilevel LC is the choice of the number 

of LCs. This issue is more complicated than in standard (single-level) LC analysis 

because it involves multiple, non-independent decisions (Lukociene et al., 2010). To 

choose the number of higher- and lower-level classes we used both the information 

criteria (BIC, AIC), and substantive considerations related to the size and 

interpretation of the latent classes. In particular, following Lukociene et al. (2010), 

we used BIC with number of groups as the sample size, BIC(Ng), to decide on the 

number of higher-level classes. To contrast the tendency of information criteria to 

suggest a very high number of LCs, we compared the percentage difference between 

the information criteria of two successive models. Table 2 shows the results for 

income. 

Table 2  Probability by municipal/regional cluster. Current revenue. Assessments and 

collections in accrual. Year 2021. 

h – l BIC AIC BIC(Ng) 
BIC  

% diff  

AIC 

% diff 

BIC(Ng) 

% diff 

1 – 1 105549.7 105466.0 105477.9    

1 – 2 88893.8 88719.5 88744.4 -15.78 -15.9  

1 – 3 84056.0 83791.0 83828.8 -5.44 -5.6  

1 – 4 79829.8 79474.0 79524.8 -5.03 -5.2  

1 – 5 77522.9 77076.5 77140.2 -2.89 -3.0  

2 – 4 76421.2 76037.5 76092.3  -4.3 -4.32 

3 – 4 75552.6 75141.1 75199.8  -1.2 -1.17 

4 – 4 75352.3 74912.9 74975.7  -0.3 -0.30 

 

 

4. Main results 

 

In 2021, the number of municipalities was equal to 7,904 (S13 list). On the 

revenue side, we chose the solution with H=3 latent classes (or clusters) at level-1 

and L=4 latent classes at level-2. For the expenditure, on the other hand, H=4 and 
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L=2. In the following, we will use the term municipal cluster to denote the level-1 

latent class and the regional cluster for the level-2 latent class. Results are presented 

in terms of median per capita values. 

Table 3 shows the probabilities that region have of belonging to one of the 4 

regional clusters, and the probability that municipalities have of belonging to one of 

the 3 municipal clusters, conditional to the regional cluster membership. Level-2 

membership probabilities are evenly distributed, while the conditional level-1 

probabilities show extreme values. Cluster 2 at regional level is characterised by a 

strong presence of cluster 1 at municipal level (0.78), while regional cluster 3 is 

characterised by a strong presence of municipal cluster 2 (0.87). In contrast, regional 

clusters 1 and 4 have a similar characterisation in terms of conditional probability of 

municipal cluster 1 (0.56 vs 0.51), but quite different for the other two municipal 

clusters.  

Table 3  Probability by municipal/regional cluster. Current revenue. Assessments and 

collections in accrual. Year 2021. 

h 1 2 3 4 

P(𝑤𝑘=h) 0.34 0.25 0.25 0.15 

P(𝑥𝑘𝑗=l/𝑤𝑘 = ℎ)      

l=1 0.56 0.78 0.00 0.51 

l=2 0.29 0.03 0.87 0.05 

l=3 0.15 0.19 0.13 0.44 

Figure 1 shows the estimated values per capita of municipal cluster. As 

introduced, per capita values refer to the first 3 revenue titles of municipalities (T1, 

T2 and T3) and refer to accrual (E1) and cash data (E2). As regards the estimated 

value of current revenue tax based, contributory and equated, collections (T1.E1) the 

maximum value was reached in cluster 3 (984 euros per capita), while the minimum 

values in cluster 2 (455 euros per capita). Regarding collections in accrual (T1.E2) 

the maximum estimated valued was equal to 823 euros per capita (cluster 3), while 

the minimum value was equal to 327 euros per capita (cluster 2). 

The joint analysis of results in Table 1 and Figure 1 give us the possibility of 

describing the typical profiles of clusters, both at the municipal and regional level. 

In particular, for each budget item, we used the per capita value in order to make 

comparisons that take into account the different population of each municipality. It 

is possible to check whether the value of budget items for a municipality deviates 

excessively from the estimated values in the clusters with the highest probability and 

to analyse the reasons for this in order to verify the efficient use of resources.  
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Figure 1  Current revenue by municipal/regional cluster. Assessments and collections in 

accrual. Year 2021, per capita values in euros. 

 

The analysis of current revenue by municipal cluster (Figure 2) shows that the 

probability that a municipality belongs to cluster 1 was the highest (P(𝑥𝑘𝑗=1) = 

0.47). Cluster 1 has the per capita values of T1.E1 equal to 566 euros per capita, 

T2.E1 was 86 euros per capita and T3.E1 was 123 euros per capita. 

Figure 2  Current revenue by municipal cluster and probability. Assessments and 

collections in accrual. Year 2021, per capita values in euros. 

 

It is also particularly important to be able to compare collections in accrual (E2) 

and Assessments (E1) by calculating the collection capacity3 which measures the 

                                                      
3 The collection capacity is the percentage ratio between the collections in accrual accounts and 

assessments. 
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ability of municipalities to collect assessed revenue. As regards the titles making up 

current revenue, collection capacity was equal to 81% for current revenue tax based, 

contributory and equated, 79% for current transfers and 66% for non-tributary 

revenue. Comparing the values, the collection capacity for non-tributary revenue was 

the lowest, which means a lower efficiency in collecting that type of revenue.  

Cluster analysis also allows us to calculate a number of relevant indicators used 

to assess the ability of municipalities to use their own revenues (tributary and non-

tributary) to finance their institutional activities, in accordance with the principles 

laid down in the doctrine of fiscal federalism. In cluster 1 the degree of taxation 

autonomy4, which measures the ability of the authority to levy resources by 

exercising its taxing power, was equal to 73%. The degree of financial autonomy5, 

which measures the degree of autonomy of the municipality, i.e. the ratio of own 

revenues to current revenues, was equal to 84%. 

With regard to regional clusters, the highest probability (0.34) is to belong to the 

cluster 1, while the lowest probability belongs to cluster 4 (Figure 3). The per capita 

values of cluster 1 were 578 euros (T1.E1) as regards the assessments and 455 euros 

(T1.E2) as regards collections in accrual. In cluster 1 the degree of taxation 

autonomy was equal to 64% and the degree of financial autonomy was equal to 83%. 

Figure 3  Current revenue by regional cluster and probability. Assessments and collections 

in accrual. Year 2021, per capita values in euros. 

 

                                                      
4 The degree of taxation autonomy is the percentage ratio between current revenue tax based, 

contributory and equated and current revenue. 
5 The degree of financial autonomy is the percentage ratio between current revenue tax based, 

contributory and equated + non-tributary revenue and current revenue. 
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Table 4 shows estimates values of conditional probability for the current 

expenditures (T1) and capital accounts expenses (T2). Also for expenditure, level-2 

membership probabilities - P(𝑤𝑘=h) - are evenly distributed, while the conditional 

level-1 probabilities - P(𝑥𝑘𝑗=l/𝑤𝑗 = ℎ) - show extreme values. Cluster 2 and 4 at 

regional level are characterised by a strong presence of cluster 1 and cluster 2 at 

municipal level, respectively (0.83 and 0.93), while regional cluster 1 and 3 are less 

extreme. 

Table 4  Probability by municipal/regional cluster. Current expenditures and capital 

accounts expenses. Commitments and payments in accrual. Year 2021. 

h 1 2 3 4 

P(𝑤𝑘=h) 0.35 0.29 0.20 0.15 

P(𝑥𝑘𝑗=l/𝑤𝑗 = ℎ)     

l=1 0.66 0.83 0.46 0.08 

l=2 0.34 0.17 0.54 0.93 

The per capita values of current expenditure (T1), both commitments and 

payments in accrual (S1 and S2), were higher in cluster 2, respectively 1,441 and 

1,100 euros (Figure 4). Also capital accounts expenses (T2), commitments and 

payments in accrual, were higher in cluster 2 (respectively 819 and 237 euros). 

Figure 4  Current expenditures and capital accounts expenses by municipal/regional 

cluster. Commitments and payments in accrual. Year 2021, per capita values in 

euros. 

 

Figure 5 shows estimated values and probability (P(𝑥𝑘𝑗=1)) referring to 
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cluster 1 was the highest (0.58) but with lower per capita values. In cluster 1, which 

has the highest probability, the spending capacity6, which measures the ability of 

municipalities to pay the amounts committed, was equal to 76% for current 

expenditures (T1) and 41% for capital accounts expenses (T2). In cluster 2 the 

spending capacity was lower for capital accounts expenses (29%), while was equal 

to cluster 1 for current expenditures. This means, firstly, that for capital accounts 

expenses the percentage of expenditure realised, compared to committed sums, was 

35 percentage points lower than for current expenditure (cluster 1). Secondly, the 

municipalities included in cluster 1 are able to spend more of the sums allocated for 

long-term investments than those included in cluster 2. 

Figure 5  Current expenditures and capital accounts expenses by municipal cluster and 

probability. Commitments and payments in accrual. Year 2021, per capita 

values in euros. 

 

In Figure 6 the analyses of estimated values and probabilities refer to regional 

cluster shows that cluster 1 has the highest probability (0.35).  

As regards the commitments, current expenditures was equal to 903 euros per 

capita and capital accounts expenses was equal to 335 euros per capita. The spending 

capacity was equal to 76% for current expenditures, while as regards the capital 

accounts expenses the indicator was equal to 36%. The same considerations made 

for municipal clusters regarding the ability to spend all budgeted resources also apply 

to regional clusters. 

                                                      
6 Spending capacity is calculated as the percentage ratio between payments on accrual accounts and 

commitments. 
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Figure 6  Current expenditures and capital accounts expenses by regional cluster and 

probability. Commitments and payments in accrual. Year 2021, per capita 

values in euros. 

 
 

5. Concluding remarks and further developments 

 

The statistical register for Public Administrations REPA is an object of the Italian 

Integrated System of Statistical Registers (ISSR), with information on structural and 

economic variables on a subset of the Italian PA. This paper aims to analyse the 

economic management behaviour of Italian municipalities. We adopt the multilevel 

latent class analysis which allows to simultaneously cluster municipalities and 

regions in groups with some typical profile. The information used for the analysis 

are the revenues and the expenditures. For each budget item, we used the per capita 

value in order to make comparisons that take into account the different population 

of each municipality. 

The obtained results shows the characteristics of the municipal and regional 

cluster in terms of cluster size and value of each budget item analysed. It is also 

possible to calculate a number of relevant indicators used to assess the ability of 

municipalities to finance their institutional activities, in accordance with the 

principles laid down in the doctrine of fiscal federalism and to check whether for a 

municipality the value of the indicators and the budget items making up the clusters 

deviates excessively from the estimated value and to analyse the causes in order to 

verify the efficient use of resources. The result obtained can also help politicians and 

policymakers by providing useful information on the most common budget 

structures and the main characteristics of the main budget items. 

We chose to analyse pro-capita data in order to focus on the economic structure 

of lower and higher units (municipalities and region) and partially absorb the effect 
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of the different magnitude of the municipalities. On the other side using median 

rather than means allows a description of clusters not affected by extreme values. 

Further analysis could take into account other variables as dimension of 

municipalities, geographical collocation, administrative characteristics, both as a 

support to cluster description or to carry out specific conditional analysis. Moreover, 

comparing the obtained results with those from an analysis that considers the two 

levels (municipalities and region) separately could provide insights into the 

substantive findings offered by multilevel techniques. 
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THE CITY AS A MEASURE OF SUSTAINABILITY. 

A MULTIDIMENSIONAL ANALYSIS1 
 

Giuseppe Lecardane, Monica Carbonara, Adriano Pareto 

 

 

 

 
Abstract. Cities are at a the turning point in the global comparison of sustainable 

development, as they are the centre of a growing majority of the world’s population. They 
are the engine of local and national economies and represent the hub of well-being; more 

than 80% of global economic activities are concentrated in urban centres. The climate crisis 

and the need to protect the environment have pushed all the countries of the world to 

reorganise their urban centres, with the intention of creating real "sustainable cities". Goals 

11 of the 2030 Agenda of the United Nations calls for making cities and human settlements 

more inclusive, safe, resilient and sustainable. Cities must meet specific environmental, 

social, economic criteria and be redesigned in their spatial, social and economic organisation. 

They must become a laboratory of sustainability and inclusion, able to forge a strong alliance 

with its citizens and the environment. The aim of this paper is to analyse the requirements 

for a new urban centre model through exploratory methods of multivariate analysis and the 

comparison of characteristic indicators that in a common vision can bring out significant 

peculiarities and dynamics in the urban context. The multidimensional complexity of the 

study required the identification, selection and measurement of a set of indicators relating to 

the macro-areas of a demographic, social, economic and environmental nature and a 

multivariate synthesis analysis for comparisons in terms of urban sustainability. A study that 

offers insights to understand the logic and dynamics of our cities as the keystone for the 

interpretation and regulation of urban, social and economic development processes. 

 

 

1. Introduction 
 

Currently, more than half of the world's population lives in urban areas, a 

percentage that is expected to increase to 68% by 2050. Cities are the engine of local 

and national economies, but besides the opportunities, urbanisation also brings 

considerable challenges.  

                                                      
1 The paper is the result of the common work of the authors. In particular: sections are attributed as follows: 

M. Carbonara paragraphs 1 and 2.1 and 4, A. Pareto paragraph 2.2 and G. Lecardane paragraph 3. 
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The climate crisis and the need to protect our environmental heritage have 

prompted countries around the world to reorganise their urban centres with the aim 

of creating 'sustainable cities'. The concept of sustainable cities is closely linked to 

the Sustainable Development Goals, set in 2015 by the 193 UN member states. In 

Goals 11 of the UN 2030 Agenda, the common goal is to make cities and human 

settlements more inclusive, safe, resilient and sustainable. To achieve this goal, cities 

must meet specific environmental, social and economic criteria, integrate innovative 

technologies, have an efficient and accessible transport system, expand public spaces 

and green areas making them inclusive and safe, implement careful planning of 

human settlements and, finally, better manage their energy resources for a lower 

impact on the environment.  

The aim of this work is to determine the conditions necessary to identify an ideal 

model of a ‘sustainable city’ by establishing a set of individual indicators for macro-

areas of a demographic, social, economic and environmental nature. Through a 

multivariate synthesis analysis, Italian provincial capitals are compared in terms of 

urban sustainability.  

The study also aims to offer food for thought on the logic and dynamics of our 

cities and the related urban, social and economic development processes. 

 

 

2. Data and method 
 

 

2.1 Data 

 

A set of indicators for 9 macro-areas (education, work, economic well-being, 

politics and institutions, culture, social services, territory and environment, 

established economy, infrastructure and mobility) (Tab. 1) was identified on the 

basis of “A misura di comune”, a multi-source system, in which sources of an 

experimental nature are valorised alongside other, more consolidated ones. 

The objective of the system is to provide an increasingly detailed integrated 

information framework of indicators available at municipal level, useful for the 

planning, programming and management tasks of local authorities. 
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Table 1 – Macro-areas and individual indicators.  

Macro-area Indicator 

Education 
a1. Alphabetical proficiency of students  

a2. Numerical proficiency of students 

Work 
a3. Employment rate 

a4. Inactivity rate 

Economic well-being 
a5. Irpef taxpayers with income of less than 10,000 euros - Incidence on 

total taxpayers  

Politics and 

institutions 

a6. Women and political representation at local level (Municipal Councils) 

- Impact on total elected 

a7. Women in Municipal Councils – Impact on total Council members 

Culture 
a8. Libraries registered in the National Library Registry per 100 thousand 

inhabitants 

Social services 
a9. Expenditure on social interventions and service for municipalities by 

type of user  

Territory and 

environment 

a10. Urban air quality – PM10 

a11. Total density of green areas 

a12. Differentiated collection of urban waste (Incidence of differentiated 

collection on total waste) 

a13. Cars in circulation with emission standards lower than Euro 4 

(Incidence on total cars) 

Established economy a14. Entrepreneurship rate  

Infrastructure and 

mobility 

a15. Road accident rate 

a16. Density of bike paths 

a17. Seat-km offered by local pubblic transport 

a18. Availability of pedestrian areas  

Source: Istat 
 

 

2.2 Composite index construction 

 

The 18 individual indicators of sustainability have different units of measurement 

and ranges; some have positive polarity2 (e.g., employment rate), while others have 

negative polarity (e.g., urban air quality – PM10). Therefore, they were normalised 

by transformation into z-scores and the signs of the indicators with negative polarity 

were reversed. Assuming that the indicators of each macro-area are substitutable 

(i.e., a deficit in one component may be compensated by a surplus in another and 

                                                      
2 The polarity of an individual indicator is the sign of the relation between the indicator and the 

phenomenon to be measured (+ if the individual indicator represents a dimension considered positive 

and - if it represents a dimension considered negative). 
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vice versa), a set of 9 full compensatory composite indices (one for each macro-area) 

was obtained by arithmetic mean of individual indicators. In the case of macro-areas 

with only one individual indicator (i.e., economic well-being, culture, social services 

and established economy) no aggregation was done. Finally, the Wroclaw taxonomic 

method was applied for constructing a ranking of the cities according to their 

sustainability (Mazziotta and Pareto, 2017). The method rests on the concept of 

‘ideal unit’: a hypothetical city that has, for each indicator, the most desirable value 
among all the cities (optimal score). The Euclidean distance from each city to the 

‘ideal unit’ is then calculated as follows: 





m

j

jiji zz
1

2

0 )(D  

where zij is the standardised value3 of the index j for the city i and z0j is equal to 

)(max ij
i

z , as all the 9 indices have positive polarity. The composite index for the 

unit i is given by: 
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where 0D  and 0σ  are the mean and the standard deviation of the distances iD . 

WTM is a partially compensatory composite index, since we assume that a deficit 

in one area may be only partially compensated by a surplus in another and viceversa. 

The index is equal to zero when the distance between a given city and the ‘ideal unit’ 
is null (all the values coincide). The higher is the index, the greater is the difference 

between the two units. 
 

 

3. Results 
 

Through a multivariate synthesis analysis, the Wroclaw taxonomic method was 

applied to the Italian provincial capitals to build a ranking based on urban 

sustainability and comparability with respect to the ideal city. A hypothetical city 

that has, for each indicator, the most desirable value among all the cities (optimal 

score). 

With WTM method, a weighting of the elementary indicators is implicitly 

implemented, which are more influential on the synthetic index, the greater the 

distances recorded with respect to the ideal situation. 

                                                      
3 Each indicator is transformed into a standardised variable with mean 0 and variance 1. 
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Table 2 – Summary statistics – 2021. 

Indicator Mean Median Min Max Std. dev. CV 

       

a1 199.7 200.8 181.4 213.0 6.8 3.4 

a2 45.7 46.7 35.0 54.2 5.0 10.9 

a3 196.2 197.6 173.2 215.8 9.9 5.0 

a4 49.4 48.3 41.4 58.5 4.1 8.3 

a5 26.1 25.3 18.8 40.8 4.9 18.9 

a6 30.1 28.1 9.4 47.5 8.1 27.1 

a7 40.7 40.0 10.0 66.7 7.6 18.6 

a8 30.5 27.3 3.1 141.3 19.2 63.0 

a9 160.7 142.9 13.4 618.8 87.6 54.5 

a10 24.1 18.0 0.0 75.0 20.2 84.0 

a11 18.9 13.9 0.3 71.2 16.1 84.9 

a12 62.1 66.5 11.3 87.5 16.1 25.9 

a13 26.9 26.0 2.7 50.9 7.9 29.5 

a14 90.0 89.0 52.1 145.7 16.9 18.8 

a15 3.6 3.6 1.2 7.1 1.1 31.3 

a16 40.4 20.0 0.0 197.8 49.1 121.4 

a17 2.321.2 1.688.0 158.0 16.827.2 2.202.0 94.9 

a18 43.4 23.4 0.0 684.0 82.6 190.2 

              
Source: Istat 

 

Starting from the comparison of the distributions of the 18 indicators through the 

main statistical measures of location and statistical dispersion (Table 2), the outcome 

of the descriptive analysis outlines almost symmetrical distributions with mean and 

median similar to each other but heterogeneous, with considerable levels of 

dispersion (Std. dev. and CV) for several indicators (a9, a16, a17 and a18). 

Suitable characteristics for the application of the WTM synthesis method and the 

purposes of the analysis. 

Subsequently, assuming the principle of substitutability of the indicators of each 

macro-area, the synthesis analysis was concentrated on a more limited number of 

complete compensatory composite indices from 18 to 9 (one for each macro-area) 

by means of the arithmetic mean of the individual indicators (Table 3). Furthermore, 

the polarity (positive or negative) of the relationship between indicator and 

phenomenon was specified. 
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Table 3 - Indicators for Wroclaw Taxonomic Method (WTM) and polarity (+/-) – 2021. 

Indicator Macro-area Polarity 
   

V1 Education + 

V2 Work + 

V3 Economic Well-Being + 

V4 Politics and Institutions + 

V5 Cukture + 

V6 Social Services + 

V7 Territory and Environment + 

V8 Established Economy + 

V9 Infrastructures and Mobility + 

      
Source: Istat 

 

The indicators have been normalized and standardized to obtain data purified 

from the units of measurement and the comparison process. This approach is of 

absolute importance when dealing with the multidimensional phenomenon; 

combination of domains that must be as homogeneous as possible. 

Figure 1 shows the cartogram of the WTM index developed for the 109 Italian 

provincial capitals. The values assumed by the synthetic indicator highlight the 

positioning of Italian cities in terms of sustainability, which decreases as one 

proceeds towards the highest positions. 

The outcome of the analysis returns the classic subdivision of the decreasing 

territorial dualism North and South. 

From the ranking (Table 4) we can observe the positioning of Italian 

municipalities according to the degree of sustainability that decreases moving 

towards the highest ranks. The positioning distinguishes Bologna and Trento as the 

cities with the best performances of urban sustainability, differently Catania as the 

city with the highest negative impact. 

In the ranking of the top five most sustainable cities, Macerata, Trieste and Venice 

stand out, cities of small and medium demographic size in central-northern Italy. It 

is also interesting to note the ninth place occupied by Cagliari among the most 

sustainable, smart and inclusive Italian cities. 

At the bottom of the list, with the worst livability, are the cities of southern Italy 

and in particular: Trapani, Barletta, Crotone and Agrigento. These are the cities that 

struggle the most to respond to urban emergencies and to guarantee an acceptable 

quality of life for their inhabitants. 
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Figure 1 - Map of the WTM index – 2021. 

 
 

The characteristics of a sustainable city are intrinsic to those of a circular city, 

embracing the use of renewable energy sources, virtuous waste management, the 

adoption of practices for sustainable mobility and the reuse of the material and 

energy resources used. The goal is to organize more efficient, livable, green and 

digital city spaces, perfectly integrated with each other and it is clear how urgent it 

is to make cities more inclusive, safe, resilient and sustainable. 

In Italy there is still a long way to go but let's see in detail how far our cities are 

from the ideal and sustainable one using the WTM method. In the analysis of the 9 

sustainability indicators, the "ideal" city has a WTM index equal to zero with optimal 

performance. Furthermore, the index is equal to zero when the distance between a 

given city and the ideal unit is zero (all values coincide). The higher the index, the 

greater the difference between the two units. 
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Table 4 - WTM ranking - Provincial capital cities – 2021. 

Rank 
Provincial 

capitals 

Euclidean 

distances 
WTM   Rank 

Provincial 

capitals 

Euclidean 

distances 
WTM 

         
1 Bologna 7,319 0,534  56 Verona 10,857 0,792 
2 Trento 7,904 0,577  57 Teramo 10,873 0,793 
3 Macerata 8,406 0,613  58 Treviso 10,962 0,800 
4 Trieste 8,501 0,620  59 Ascoli Piceno 11,012 0,803 
5 Venezia 8,543 0,623  60 Prato 11,068 0,807 
6 Pavia 8,659 0,632  61 Chieti 11,071 0,808 
7 Bolzano 8,692 0,634  62 Rieti 11,084 0,809 
8 Pordenone 8,709 0,635  63 Monza 11,150 0,813 
9 Cagliari 8,750 0,638  64 Asti 11,174 0,815 

10 Firenze 8,860 0,646  65 Terni 11,206 0,817 
11 Parma 9,097 0,664  66 Varese 11,236 0,820 
12 Udine 9,103 0,664  67 Campobasso 11,274 0,822 
13 Roma 9,245 0,674  68 Matera 11,366 0,829 
14 Ferrara 9,291 0,678  69 Grosseto 11,367 0,829 
15 Mantova 9,291 0,678  70 Rimini 11,380 0,830 
16 Perugia 9,355 0,682  71 Benevento 11,428 0,834 
17 Lucca 9,372 0,684  72 Pistoia 11,435 0,834 
18 Ancona 9,383 0,684  73 Viterbo 11,572 0,844 
19 Modena 9,436 0,688  74 Carbonia 11,610 0,847 
20 Torino 9,478 0,691  75 Cosenza 11,654 0,850 
21 Brescia 9,589 0,699  76 Imperia 11,758 0,858 
22 Cremona 9,626 0,702  77 Lecco 11,777 0,859 
23 Padova 9,632 0,703  78 Potenza 11,786 0,860 
24 Biella 9,687 0,707  79 Alessandria 11,786 0,860 
25 Ravenna 9,807 0,715  80 Avellino 11,804 0,861 
26 Reggio Emilia 9,812 0,716  81 Isernia 11,818 0,862 
27 Belluno 9,815 0,716  82 Enna 11,836 0,863 
28 Livorno 9,828 0,717  83 Latina 11,843 0,864 
29 Pisa 9,841 0,718  84 Arezzo 11,850 0,864 
30 Siena 9,844 0,718  85 Pescara 11,928 0,870 
31 Cuneo 9,869 0,720  86 Lecce 11,935 0,871 
32 Gorizia 9,885 0,721  87 Salerno 11,952 0,872 
33 L'Aquila 10,050 0,733  88 Massa 12,231 0,892 
34 Bergamo 10,061 0,734  89 Brindisi 12,365 0,902 
35 Pesaro 10,095 0,736  90 Catanzaro 12,370 0,902 
36 Nuoro 10,096 0,736  91 Caltanissetta 12,409 0,905 
37 Lodi 10,108 0,737  92 Frosinone 12,478 0,910 
38 Sondrio 10,252 0,748  93 Caserta 12,488 0,911 
39 Aosta 10,272 0,749  94 Ragusa 12,508 0,912 
40 La Spezia 10,286 0,750  95 Napoli 12,640 0,922 
41 Rovigo 10,335 0,754  96 Messina 12,751 0,930 
42 Forlì 10,376 0,757  97 Siracusa 12,752 0,930 
43 Vicenza 10,399 0,759  98 Reggio 12,807 0,934 
44 Novara 10,484 0,765  99 Taranto 12,828 0,936 
45 Fermo 10,498 0,766  100 Vibo Valentia 12,843 0,937 
46 Savona 10,527 0,768  101 Foggia 13,007 0,949 
47 Genova 10,538 0,769  102 Andria 13,030 0,950 
48 Bari 10,614 0,774  103 Palermo 13,090 0,955 
49 Verbania 10,641 0,776  104 Trani 13,101 0,956 
50 Milano 10,669 0,778  105 Agrigento 13,262 0,967 
51 Vercelli 10,679 0,779  106 Crotone 13,394 0,977 
52 Como 10,728 0,783  107 Barletta 13,435 0,980 
53 Piacenza 10,792 0,787  108 Trapani 13,624 0,994 
54 Sassari 10,814 0,789  109 Catania 14,541 1,061 
55 Oristano 10,841 0,791      
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In figure 2, the Euclidean distances of the provincial capitals belonging to the 

main territorial divisions (North-East, North-West, Centre, South Italy and in the 

Major Islands) have been calculated with respect to the ideal value. 

 
Figure 2 - Distances of Italian cities from the “ideal sustainable city” – 2021. 
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The results show better performances and those closer to the “ideal” value in the 
cities of Bologna and Trento in the North-East (7.319 and 7.904), Pavia in the North-

West (8.659), Macerata and Florence in the Centre (8.406 and 8.860), L’Aquila and 
Bari in the South (10.050 and 10.614), Cagliari in the Major Islands (8.750). 

On the contrary, the cities that stand out for worse performances and furthest from 

the ideal value are Lecco and Alessandria in the North-West (11.777 and 11.786), 

Treviso and Rimini in the North-East (10.962 and 11.380), Massa and Frosinone in 

the Centre (12.231 and 12.478), Crotone and Barletta in the South (13.394 and 

13.435), Trapani and Catania in the Major Islands (13.625 and 14.541) 

The challenge for more sustainable and liveable cities in Italy is still a distant 

goal, despite the fact that there are realities and good practices in the territories that 

go in the right direction.  

Considering the constant increase in the urban population, it is now essential to 

focus on sustainable city models, real laboratories to guide new strategies for the 

transformation of our societies. 

 

 

4. Conclusions 
 

The analysis of the Italian provincial capitals proposed in this paper has made it 

possible to identify an ideal model of a ‘sustainable city’.  We carried out a 

multivariate analysis using a set of demographic, social, economic and 

environmental indicators in order to compare Italian provincial capitals in terms of 

urban sustainability. The results confirmed the North-South dualism. Southern cities, 

in fact, struggle to respond to urban emergencies and guarantee an acceptable quality 

of life. The study also offered food for thought on the logic and dynamics of our 

Italian cities and their urban, social and economic development processes. 
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A QUANTITATIVE ANALYSIS OF THE RELATIONSHIPS 

BETWEEN THE SUSTAINABLE DEVELOPMENT GOALS1 

 
Viviana Amati, Marta Nai Ruscone 

 
 
 
 

Abstract. The 2030 Agenda for Sustainable Development has the seventeen Sustainable 
Development Goals (SDGs) at its heart and describes the path to ensure well-being, reduce 
inequality, encourage economic growth, and preserve the environment. Goals and targets are 
interconnected by construction. A standard approach to quantify synergies and trade-offs 
relies on the computation of positive and negative correlation coefficients between the 
indicators. In this work, we propose a method based on copulas to analyze SDGs interactions, 
offering a practical and innovative solution. Copulas allow studying more specific types of 
dependence beyond the linear association described by the correlation coefficients. We 
illustrate the practical application of this approach by analyzing the interactions between the 
goals' targets related to health and well-being (Goal 3) and those related to biodiversity (Goals 
6,13,14,15). 
 
 
1. Introduction 

 
The 2030 Agenda for Sustainable Development was adopted by all the members 

of the United Nations in 2015. Its origin dates to the United Nations Conference on 
Sustainable Development (Rio+20) that took place in Rio de Janeiro (Brazil) in June 
2012, when the nations recognized that they must act in collaborative partnership to 
achieve sustainable development. The 2030 Agenda is a pivotal document with the 
seventeen Sustainable Development Goals (SDGs) at its core. Those goals build 
upon and replace the Millennium Development Goals2, milestones that the countries 
must have achieved in 2015 to eradicate poverty and improve the life on Earth.  

The concept of sustainable development is multidimensional, and its dimensions 
concern the social, economic and environment domains (Redclift, 1991). It is well-
established that countries should deploy strategies to eradicate poverty and 
deprivations. Those strategies are successful only if the countries simultaneously 
adopt strategies fostering economic growth, addressing social needs — such as 

                                                      
1 The Authors contributed equally to this work 
2 https://research.un.org/en/docs/dev/2000-2015 
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health, education, and inequality — and preserving the environment (United 
Nations, 2015).   

The seventeen SDGs align with the areas defining the concept of development. 
They are classified into three groups (Boar et al., 2020). One group relates to the 
social area and includes the Goals 1 (no poverty), 2 (zero hunger), 3 (good health 
and well-being), 4 (quality education), 5 (gender equality), 7 (affordable and clean 
energy), 11 (sustainable cities and communities) and 16 (peace, justice and strong 
institutions). Another group concerns the economic area and comprises Goals 8 
(decent work and economic growth), 9 (industry, innovation and infrastructure), 10 
(reduced inequalities) and 12 (responsible consumption and production). The last 
group relates to the environment domain and collects Goals 6 (clean water and 
sanitation), 13 (climate action), 14 (life below water) and 15 (life on land). Goal 17 
does not belong to any group since it regards the governance and the countries’ 
commitment to act to monitor and achieve the Goals.  

Each Goal includes targets whose progress is measured by a set of indicators 
created by the Inter-Agency and Expert Group on SDG Indicators (IAEG-SDGs). 
Goals and targets are interconnected by construction (Griggs et al., 2014; Le Blanc, 
2015) since the sociological, economic and environment area are interdependent. 
Several approaches have been used to describe the interactions among the goals, 
such as synergies — progress in one Goal triggers the advancement in another — 
and trade-offs — improvement in one Goal determines a worsening in another. 
Understanding this pattern of relationships is vital for policymakers to prepare 
efficient strategies to move and reach, given the urgency of the 2030 Agenda for 
Sustainable Development. 

A first approach relies on the computation of positive and negative correlation 
coefficients between the indicators collected for a subset of countries for which data 
are available (e.g., Kroll et al., 2019; Kostetckaia et al., 2022; Zhao et al., 2023). 
The sign of the correlation coefficient indicates whether two goals move in the same 
direction and foster each other (positive coefficient) or move in the opposite 
direction and progress in one goal might lead to a regression of the other (negative 
coefficient). Another class of studies (e.g., Pham-Truffert et al., 2020; Allen et al., 
2019; Ehrensperger et al., 2019; Griggs et al., 2017) aims at understanding the 
causality between the goals using the information provided by experts. The experts 
have to evaluate the influence that progress in a target has on the progress of the 
other targets. The answers are then aggregated in a point scale (Nilsson et al., 2017) 
from negative to positive values, where positive values indicate synergies and 
negative values indicate trade-offs.  

In this paper, we align with the studies based on correlation and propose a method 
that employs copulas to analyze the interactions between SDGs. While correlation 
and Kendall’s tau measure a global association between variables, copulas allow 
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studying more specific types of dependence beyond linear association. To illustrate 
the method, we consider the SDGs related to health and well-being (Goal 3) and 
those related to biodiversity (Goals 6,13,14,15), whose links are well described 
theoretically. We select the corresponding SDG indicators and study the dependence 
among the targets of these goals, thereby deepening the insights of most of the 
current studies looking at the goal level. In line with other studies (e.g., Lusseau and 
Mancini, 2020), we study the dependence by distinguishing the countries into two 
groups based on their economies (lower and middle-lower vs middle-upper and high) 
to determine heterogeneities among countries. 

The remainder of the paper is organized as follows: We describe the data in 
Section 2 and briefly introduce copulas in Section 3. In Section 4, we provide an 
illustrative example of using copulas to study relationships among the Goals. We 
conclude by discussing the results, limitations of the analysis, and future steps. 

 
 

2. Data 
 
We consider the Tier 1 class indicators as of 6 March 2024, defined by the 

IAEG-SDGs group.3 An indicator belongs to the Tier I group if it “is conceptually 
clear, has an internationally established methodology and standards are available, 
and data are regularly produced by countries for at least 50 per cent of countries and 
of the population in every region where the indicator is relevant.” (IAEG-SDGs). 

The indicators are supposed to be collected yearly and made available for each 
country by the UN Statistic Divisions and the World Bank. We considered the most 
recent values dated to 2022. If the values in 2022 were not available, we imputed the 
missing data using the most recent value before 2022. For Goal 3, the proportion of 
missing data was 49.4% and reduced to 9.2% when imputing data using the value 
observed in 2019 and 2020 and to 5.2% when considering the value observed in 
2015.  For Goal 6, the proportion of missing data was 59.4% and reduced to 1.7% 
when imputing data using the value observed in 2020. For Goal 13, the 39.4% of 
missing data in 2022 was reduced to 19.1% and to 9.7% when considering the values 
in 2020 and 2017, respectively. For Goal 15, the 5.7% of missing data was reduced 
to 3.5% and to 1.6% when considering the values in 2020 and 2017, respectively. 

The total number of indicators is 61, of which 20 were selected because they are 
available for at least 75% of the countries. All the indicators for the targets of Goal 
14 did not meet the selection criterion; therefore, there are no indicators related to 
the use of oceans, seas, and marine resources. Table 1 describes the full list of 
indicators considered in the study.  

                                                      
3 https://unstats.un.org/sdgs/iaeg-sdgs/tier-classification/ 
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Table 1  Goals and indicators used in the study. 

 

Goal 3: Ensure healthy lives and promote well-being for all at all ages  

3.1.1 Maternal mortality ratio 

3.2.1 Under-5 mortality rate 

3.2.2 Neonatal mortality rate 

3.3.4 Hepatitis B incidence per 100,000 population 

3.3.5 Number of people requiring interventions against neglected tropical diseases 

3.4.1 Mortality rate attributed to cardiovascular disease, cancer, diabetes or chronic respiratory 
disease 

3.4.2 Suicide mortality rate 

3.9.3 Mortality rate attributed to unintentional poisoning 

Goal 6: Ensure availability and sustainable management of water and sanitation for all  

6.4.1 Change in water-use efficiency over time 

6.4.2 Level of water stress: freshwater withdrawal as a proportion of available freshwater resources 

6.5.1 Degree of integrated water resources management 

6.6.1 Change in the extent of water-related ecosystems over time 

Goal 13: Take urgent action to combat climate change and its impacts  

13.1.1 Number of deaths, missing persons and directly affected persons attributed to disasters per 
100,000 population 

Goal 15: Protect, restore and promote sustainable use of terrestrial ecosystems, sustainable 

manage forests, combat desertification, and halt and reverse land degradation and halt 

biodiversity loss  

15.1.1 Forest area as a proportion of total land area 

15.1.2 Proportion of important sites for terrestrial and freshwater biodiversity that are covered by 
protected areas, by ecosystem type 

15.2.1 Progress towards sustainable forest management 

15.4.1 Coverage by protected areas of important sites for mountain biodiversity 

15.5.1 Red List Index 

15.6.1 Number of countries that have adopted legislative, administrative and policy frameworks to 
ensure fair and equitable sharing of benefits 

15.8.1 Proportion of countries adopting relevant national legislation and adequately resourcing the 
prevention or control of invasive alien species 

 
The indicators are based on a different scale, and the interpretation of the values 

sometimes goes in different directions. For most indicators, high values indicate a 
small development, while low values indicate a high development with respect to a 
target. We reverse the scale of the indicators whose interpretation did not adhere to 
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this direction by using the complement to 100 when the indicators represent 
percentages and the difference between the maximum value observed and the 
indicator's value when the unit of measure has no upper boundary. Finally, we 
normalized the indicators by using the min-max normalization so that we control for 
the range of values. 

The following analysis focuses on the 111 countries for which the values for all 
the indicators was available. Among the selected countries, 43 are classified as lower 
or middle-lower and 58 as medium-upper or high economies countries according to 
the World Bank country classification by income level.4 
 
 
3. Methods 

 
We study the dependence between target indicators using bivariate copulas. A 

bivariate copula is a function that joins the bivariate distribution function to their 
marginal distributions. It describes the dependence structure existing across pairwise 
marginal random variables. Sklar’s theorem (see Nelsen, 2013) shows that every 
bivariate/multivariate distribution can be defined via copula representation.  

Let (X1, X2) be a bivariate random variable with marginal cumulative distribution 
functions 𝐹𝑋1(𝑥1) and 𝐹𝑋2(𝑥2) and joint cumulative distribution function 𝐹𝑋1,𝑋2(𝑥1, 𝑥2; 𝜃). Sklar's theorem affirms that it exists a copula function 𝐶(𝐹𝑋1(𝑥1), 𝐹𝑋2(𝑥2); 𝜃) with 𝐶: 𝐼2 → 𝐼 such that 

 𝐹𝑋1,𝑋2(𝑥1, 𝑥2; 𝜃) = 𝐶(𝐹𝑋1(𝑥1), 𝐹𝑋2(𝑥2); 𝜃),   𝑥1 , 𝑥2 ∈  I ⊆ 𝑅 . 
 

Copula functions are helpful tools for handling multivariate continuous 
distributions with given univariate marginals (Nelsen, 2013). They are applied to 
describe the dependence structure between the marginal distributions of an arbitrary 
joint distribution. As proven by Sklar’s theorem (Sklar, 1959), we can factorize an 
arbitrary joint distribution in the product of its marginal distributions and dependence 
structure captured by the copula distribution. Thus, applying copulas allows for 
separately modeling the marginals and the dependence structure. 

By changing the copula function, we can construct new bivariate distributions 
with different dependence structures. The association parameter of the copula 
function indicates the strength of the dependence, which may also be different from 
the linear one that characterizes the multivariate normal distribution. 

                                                      
4 https://datahelpdesk.worldbank.org/knowledgebase/articles/378834-how-does-the-world-bank-
classify-countries 
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Most of the measures of association characterizing the relationship between two 

variables X1 and X2 can be computed using copula functions. For example, the 
coefficient Kendall’s 𝜏 is defined as 

 τ(X1, X2) = 4 ∫ ∫ C(u1, u2)dC(u1, u2)1010 − 1 .   

The equation above shows that Kendall's 𝜏 depends only on the underlying copula 
since it is invariant with respect to marginal distributions.  

Similarly, tail dependence coefficients can also be defined using copulas. Tail 
dependence coefficients concern the level of dependence between more extreme 
values in the upper, lower, or both quadrant tails of a bivariate distribution.  

Considering the probability of the joint occurrence of extremely small or large 
values, the upper and lower tail dependence coefficients are defined as 

 𝜆𝐿 = lim𝑡→0+  P (X2 ≤ F2−1(t)|X1 ≤ F1−1(t)) = limt→0+ 𝐶(𝑡, 𝑡)𝑡  

 
 𝜆𝑈 = limt→1− P (X2 > F2−1(t)|X1 > F1−1(t)) = limt→1− 1 − 2t + C(t, t)1 − t  

 
in case the limits exist. 

The coefficients 𝜆𝐿 and 𝜆𝑈 take different values according to the copula chosen. 
For instance, the Gaussian and Frank copulas do not exhibit tail dependence, i.e.,  𝜆𝑈 = 𝜆𝐿= 0. The Student's T copula has symmetric tail dependence, i.e., 𝜆𝑈 =  𝜆𝐿. 
The Clayton and Gumbel copulas are characterized only by lower 𝜆𝐿  or upper 𝜆𝑈tail 
dependence. 

These parameters 𝜆𝐿 and 𝜆𝑈  measure the dependence in the tails of the joint 
distribution, i.e. low/high values of one variable are associated with high/low values 
of the other one. They represent the probability that one variable is extreme given 
that the other is extreme too. The tail dependence parameters are directly associated 
to the parameters of some copula families. Further examination of copulas and 
measures of dependence can be found in Nelsen (2013) and Joe (1997).   

In the following, we use the Clayton copula since we are interested in the left tail 
of the joint distribution of two indicators. The choice of the copula is based on the 
expectations that biodiversity and health (Griggs et al., 2017) are synergetic, 
meaning they work together in a way that an improvement in one goal implies an 
improvement in the other goal. This relationship manifests itself in low values of the 
indicators.  
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We represent the dependence structure implied by the Clayton Copula as a 

dependence graph, a graph in which the nodes are the indicators and the ties denote 
the presence and strength of the dependence as measured via a suitable copula-based 
tail coefficient describing the extreme of the co-movements of the dependence in the 
lower tail.  

Finally, we utilize the dependence structure to cluster the indicators by applying 
the Louvain clustering method for community detection (Blondel et al., 2008). This 
method allows us to extract non-overlapping sets of synergetic indicators. The 
Louvain method clusters the nodes in groups that are internally well-connected and 
weakly connected to other sets of nodes. The chosen node partition is generated by 
an algorithm that iteratively maximizes the modularity coefficient (Clauset et al., 
2004), and the best partition is the one with the maximum modularity. 

 
 

4. Results 
 

Figures 1 to 3 represent the dependence graphs. Nodes are the indicators. The 
node shape depicts the goal, and the color indicates the membership to the clusters 
obtained with the Louvain method. 

We start by commenting on the dependence graph computed on all the 111 
countries (Figure 1). The clustering identified 5 groups, each with its unique 
characteristics and significant implications for global development and 
sustainability.  

The first group contains the indicators of target 6.4.1, which is independent from 
all the other targets. The second group (violet) includes the indicators of target 3.4, 
which is weakly connected to the other indicators. The third group (yellow) contains 
5 indicators concerning health, specifically maternal and child mortality, hepatitis B 
incidence, and mortality due to unintentional poisoning. The fourth group (orange) 
has 4 indicators and relates to the legislative, administrative, and policy framework 
for sharing benefits, controlling invasive alien species, and managing water 
resources. The last group refers to forest preservation, management of water 
resources, and interventions against neglected tropical diseases.  

Figure 2 shows the dependence graph for 58 countries classified as high and 
middle-upper economies. The clustering identified 6 groups. Among those, two  
groups include only one indicator, the one for targets 6.4.1 and 15.8.1, indicating 
weak dependences on all the other targets. The third group (orange) contains the 
indicators of target 3.4, which are also dependent on mountain biodiversity and 
interventions against neglected tropical diseases. The fourth group (yellow) includes   
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Figure 1  Dependence graphs for Goals 3, 6, 13, and 15 for the 111 countries for which the 

data are available. The node colour indicates the membership in the group, the 

shape the goal, the intensity of the link the dependence strength as measured by 

the Clayton copula. 

 

 
 
six indicators concerning health (specifically maternal and child mortality and the 
mortality due to unintentional poisoning) and the sustainable management of water 
and sanitation. The fifth group (green) has 4 indicators and relates to the presence of 
forests and deaths due to natural disasters. The last group (violet) has 4 indicators 
measuring the legislative, administrative, and policy framework for sharing benefits, 
forest management, water stress, and hepatitis B incidence. 

Finally, Figure 3 reports the results for the 43 countries classified as low and 
middle-low economies. The first group (red) includes 8 indicators relating to the 
management of forests, changes in the water-related ecosystems, and the deaths for 
united poisoning. The second group (green) has 6 indicators all related to mortality, 
specifically maternal child, cardiovascular disease, cancer, diabetes and chronic 
respiratory disease, and suicide mortality rate. The third group (violet) contains 3 
indicators concerning water resource management, water-use efficiency changes, 
and biodiversity. The last group (yellow) includes four indicators concerning 
hepatitis B incidence, interventions against neglected tropical diseases, deaths due 
to natural disasters, and water stress.   
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Figure 2  Dependence graphs for Goals 3, 6, 13, and 15 for the 58 middle-high and high 

economies countries for which the data are available. The node colour indicates 

the membership in the group, the shape the goal, the intensity of the link the 

dependence strength as measured by the Clayton copula. 

 
 

5. Discussion and conclusions 

 
In this paper, we propose using copulas to deepen the analysis of trade-offs and 

synergies among the sustainable development goals and their targets. We illustrate 
the method by analyzing the interconnections among the targets of Goals 3, 6, 13, 
and 14 related to health and biodiversity. Given the documented synergies between 
the Goals, we delved into the dependencies, describing how an improvement in one 
goal implies an improvement in the other goal using the Clayton copula. 

The clustering analysis indicates that targets related to maternal and child 
mortality and improvement in sanitation are strongly associated. Similarly, the forest 
and the water resources management show a strong lower tail dependence. Those 
results are in line with theoretical expectations (Griggs et al., 2017) 
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Figure 3  Dependence graphs for the Goals 3, 6, 13, and 15 for the 43 countries classified 

as low and middle-low economies for which the data are available. The node 

colour indicates the membership in the group, the shape the goal, the intensity 

of the link the dependence strength as measured by the Clayton copula. 

 
 
 

We performed the analysis on three groups, including all the 111 countries that 
did not present any missing data, the subset of the 58 countries classified as middle-
upper and high economies, and the 43 countries classified as low and middle-low 
economies for which the data are available. The results are stable, though a few 
indicators with weak dependencies on the others were classified in different clusters 
across the three contingents of countries. The main difference is that the indicator of 
target 6.4.1 did not show any dependence on the other indicators when all the 
countries and those classified as middle-upper and high economies are considered. 
However, target 6.4.1 is associated with mountain biodiversity and the management 
of water resources when focusing on low and middle-low economy countries. 

It is important to point out that our study is an illustration and the results are far 
from being complete and cannot be interpreted in a causal sense. Results are 
incomplete because of the high number of missing data and the focus on a limited 
set of targets and goals. Results cannot be interpreted in a causal sense since they 
only describe the dependencies among indicators and the targets they refer to, and 
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this dependence describes how improvement in one goal dimension is associated 
with improvements in other goal dimensions.  

The next natural step is to extend the analysis to all seventeen goals, use different 
copulas to describe various types of dependencies, and complement the results on 
the correlation coefficients. This future research holds the promise of further 
enhancing our understanding of the complex interconnections among sustainable 
development goals and their targets. Results can guide policymakers and 
practitioners in their efforts toward sustainable development. 
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ASSESSING ECONOMIC RESILIENCE IN ITALY: 

A COMPARATIVE ANALYSIS OF SHOCKS AND SPATIAL DYNAMICS 

 

Sheila Chapman, Vito Pipitone1 

 

 

 
Abstract. This paper aims to assess the resilience of local economic units in Italy during two recent 

exogenous shocks: the financial crisis of 2008-2013 and the COVID-19 pandemic of 2019-2020. It 

examines resilience in terms of labour market performance and investigates the role of specialization, 

location and spillovers effects. It applies spatial analysis techniques to employment dynamics in Local 

Labour Market Areas to: (i) disentangle the role of specialization from that of location; (ii) identify the 

presence of homogeneous behavior patterns across units. 

 

1. Introduction 

The word “resilience” originates from the Latin verb resilire, that denotes the capacity of an 

agent to rebound following a shock or a disturbance.  

Academic interest in the notion soared after the 2008 crisis. Notwithstanding its wide 

diffusion, there is no consensus on the exact definition of the concept. The most common ones 

range from engineering to ecological to adaptive resilience. As aptly noted by Compagnucci et 

al. (2022), by considering the ability/speed with which an economy recovers its initial 

equilibrium, engineering resilience refers to an approach à la Solow, according to which there 

exists a long-run growth path. Ecological resilience, instead, allows agents to reach a new 

equilibrium, given the magnitude of the shock. It studies a system’s ability to adapt/evolve and 

follows an evolutionary, or Schumpeterian, approach. Within the evolutionary approach Martin 

(2012) and Martin and Sunley, (2015) develop the adaptive definition of resilience that focuses 

on the ability of an economy to withstand and/or recover from a shock by adapting its structure 

to the new conditions. From an empirical view point, resilience is often analysed with reference 

to two different phases, i.e. an area’s ability to: (i) withstand shocks (resistance); and/or (ii) 

recover from them (recovery) (Martin, 2012). 

Within economic geography, resilience focuses on the diverse abilities of territories to react 

to a downturn; by long, it is acknowledged as an important feature of territorial analysis. Even 

when a crisis hits all the units of a territory equally, its effects may spread unequally due to 

differences in local responses. Coming to the determinants of local resilience, the literature 

focuses on the sectoral structure of production as a key element that shapes the local reaction to 

a crisis, especially in the long run2. Highly specialized areas are generally thought to allow better 

                                                           

1
 Co-first author 

2 See, among others, Compagnucci et al. (2022), Lazzeretti and Oliva (2022), Lagravinese (2015). 
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resistance as they offer consolidated ties, shared routines, dedicated institutions and the like, 

while non specialized ones are generally more exposed to market forces, especially if they host 

new, innovative activities. However, diversified/unspecialized areas are also more sheltered 

from sector-specific crisis; being more flexible, they may grasp new opportunities and recover 

well in the longer run. Specialized ones, instead, could remain locked in traditional, often 

lagging, sectors (Boschma, 2015, Martini and Platania, 2019, Compagnucci et al., 2022). What 

matters for resilience and long-run recovery is an appropriate mix of differentiation and 

specialization (Foray et al., 2018), or production complexity (Hausmann et al., 2013). In this 

framework the presence of technology-led, knowledge-intensive activities nested within the 

pre-existing structure is often found to be crucial for long run recovery. It allows agents to 

interact and cooperate, exchange ideas and develop innovative technologies, eventually 

adapting the local economy to the new external conditions. 

This paper analyses the resilience of local economic units in Italy during and after two recent 

shocks: the 2008-2013 Great Crisis and the 2019-2020 COVID-19 pandemic. The two shocks 

are very different in nature. The first one, originated by the US credit boom and house price 

bubble, evolved into the sovereign debt crisis of 2011-13; it had both real and financial effects. 

The literature still debates its exogenous/endogenous character. In Italy as elsewhere, it caused 

the longest and deepest recession in peacetime. The second shock instead was entirely 

exogenous and had essentially short-lived effects. On this background, we investigate the role 

played by sectorial specialization and by location in local reactions to the crisis, with a focus on 

the well-known North-South divide. The latter is mirrored in the more diversified and advanced 

production structure of the Centre-North and in the far less diversified South, largely 

concentrated in low-technology traditional activities3. This suggests higher resistance in the 

South, but lower recovery post-crisis, and the opposite in the rest of the country. The paper tests 

this hypothesis. It focuses on the role of specialization and disentangles its effects from those of 

location. It addresses Local Labor Market Areas (LLMAs) in order to identify homogeneous 

local growth dynamics and spillover patterns for a rather fine territorial breakdown that differs 

from administrative boundaries and reflects only socio-economic factors4. 

The paper is organized as follows: paragraph 2 briefly describes the data and the 

methodology, providing some descriptive statistics; paragraph 3 presents the results while 

paragraph 4 summarizes and outlines some indication for further research. 

 

2. Data and methodology 

As in most of the literature, resilience is analysed with reference to employment5. Data are 

taken from ISTAT’s (the Italian National Institute of Statistics) Labour Force Survey and refer 

                                                           

3 See, among others, Chapman and Pipitone (2023), Chapman and Pipitone (2022), Asso et al. (2021). 
4 LLMAs are often identified as the best territorial breakdown to analyse local growth processes. For a 

discussion, see Martini and Platania (2019). 
5 The other alternative is value added, which is not currently available for Italian LLMAs. 
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to 610 LLMAs over 2008-20226. For each LLMA we retrieve data on employment and on 17 

specialization groups7. 

On the basis of employment dynamics in Italy we identify years 2008-13 and 2019-20 as 

crisis periods, in which we measure local units’ ability to keep employment growth in line with 

the national rate (resistance)8. The periods between 2013-19 and 2020-22 are instead the years 

in which we expect recovery, defined as local units’ capacity to outperform the country’s 
average employment growth. 

We measure resilience with reference to the indexes defined by Martin et al. (2016) for 

regional employment. As in Martini and Platania (2019), both resistance (yres) and recovery 

(yrec) indexes are modified in order to account for LLMAs. 𝑦𝑟𝑒𝑠 = (∆𝐸𝑀𝑃𝑙𝑙𝑚𝑎 𝐸𝑀𝑃𝑙𝑙𝑚𝑎⁄ ) − (∆𝐸𝑀𝑃𝑛𝑎𝑡 𝐸𝑀𝑃𝑛𝑎𝑡⁄ )|∆𝐸𝑀𝑃𝑛𝑎𝑡 𝐸𝑀𝑃𝑛𝑎𝑡⁄ |  

𝑦𝑟𝑒𝑐 = (∆𝐸𝑀𝑃𝑙𝑙𝑚𝑎 𝐸𝑀𝑃𝑙𝑙𝑚𝑎⁄ )(∆𝐸𝑀𝑃𝑛𝑎𝑡 𝐸𝑀𝑃𝑛𝑎𝑡⁄ )  

 

(ΔEMPllma/EMPllma) and (ΔEMPnat/EMPnat) are the percentage changes in employment 

respectively in the LLMA and in the country over a given period, measured as the difference 

between the first and last years of each period9. 

A preliminary picture of the territorial pattern of resistance/recovery in Italy’s LLMAs may 
be gained from Figs. 1a and 1b. 

Fig.1a maps resistance in the two crises, namely 2008-13 and 2019-20. At first sight, the 

map confirms a marked divide between the Centre-North and the South. However, behaviour 

changes a lot over time.  

  

                                                           
6 LLMAs are self-contained areas defined on the basis of residents’ commuting patterns for work. They 
are identified by ISTAT with reference to the 15th General Census of Population and Housing, using 

the new EURO methodology. 
7 These are: non-specialized LLMAs; non-manufacturing LLMAs (distinguished in: highly specialized 

urban, multi-specialized urban, non-specialized urban, port-oriented urban, Tourism, Agriculture); 

"Made in Italy" LLMAs (distinguished in Textile/clothing, Leather/hides, Machinery, Wood/furniture, 

Agro-Food, Jewelry/ eyewear/musical instruments); heavy manufacturing LLMAs (Means of 

transportation, Metal production/processing, Construction materials, Petrochemical/pharmaceutical). 
8 See, also Lagravinese, 2015, and Iacobucci and Perugini, 2021). Actually, after falling markedly in 

2008-10, employment recovered somewhat in 2011, but fell further in 2012-13. It then grew until 2019; 

fell in 2020 and recovered later on. By 2022 it was slightly above the 2008 level. 
9 That is, respectively 2013 vs. 2008; 2019 vs. 2013; 2020 vs. 2019 and 2022 vs. 2020. 
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Figure 1a – Resistance patterns in Italian LLMAs (2008-13 and 2019-20). 

 

  
Source: our elaboration 

 

Contrasting the literature, in 2008-13 the North and Centre (especially the Tyrrhenian coast) 

resist far better than the South10. Instead reactions to the 2019-20 shock are closer to the 

literature’s indications, as many units in the North and in the Centre are badly hit, while the 
South generally resists better11. 

Fig. 1.b focuses on recovery patterns (respectively 2013-19 and 2020-22). In both periods 

the North-South divide is less evident. In 2013-19 recovery does not show any clear-cut 

territorial pattern, as many LLMAs throughout the country perform well (or badly). After the 

pandemic, recovery patterns change a lot: in the first place, response shows an evident regional 

distribution. Units perform well, or badly, depending on what occurs in the other units in the 

same (NUTS2) region, suggesting strong spillover effects. In the second place, and quite 

unexpectedly, while most units of the Centre-North (with some exception) lag behind, many 

ones in the South show high recovery. This again contrasts the indications of the literature that 

predict quicker and better recovery for more diversified, advanced territories such as those of 

the Centre-North12. 

 

 

                                                           
10 Martini and Platania (2019) reach similar results. 
11 Especially in the areas that refer to the (NUTS2) regions of Abruzzo, Campania, Puglia, Basilicata 

and Sicily. This does not apply to units in the areas of Molise, Calabria and Sardinia. 
12 As suggested by an anonymous referee, this can be explained by significant post-pandemic price 

pressure on manufacturing activity strongly affecting energy-intensive LLMAs in the Centre-North. 
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Figure 1b – Recovery patterns in Italian LLMAs (2013-19 and 2020-22). 

 

  
Source: our elaboration 

 

On the other hand, Figs. 1a and 1b also suggest that resistance patterns carry on in the short 

run and shape the early phases of recovery13. This hypothesis is preliminarily investigated by 

splitting the 2013-19 recovery period into two phases: an initial one running from 2013 to 2016 

and a later one starting in 2016, when resistance effects, if any, could be weaker. The 

breakdown is shown in Figure. 2. In the short run the map on the left (2013-16) broadly 

confirms similarity between resistance and recovery patterns, while in the longer run the map 

on the right (2016-19) shows that recovery largely follows different trajectories. 

We conclude that the descriptive analysis strongly suggests that resilience patterns of Italian 

LLMAs confirm the literature’s indications only in part. It also provides further hypothesis that 
are tested by means of spatial estimation techniques. 

 

 

 

 

                                                           

13 As expected, the correlation between resistance and recovery indexes for 2008-19 is negative, 

indicating that high resisting units recover weakly while low resisting ones display higher recovery. 

However, the correlation turns positive for 2019-22, suggesting that in this case recovery is largely 

dictated by resistance performance. 
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Figure 2 – Recovery patterns in Italian LLMAs (2013-16 and 2016-19). 

 

  
Source: our elaboration 

 

3. Estimates and results 

We proceed to estimate the following simple equation for resistance and recovery indexes, 

conditional on (i) the specialization of each LLMA; and (ii) resistance/recovery in neighboring 

units, in order to capture spatial spillovers: 𝑦 = 𝛽0 + 𝛽1𝑋 + 𝜌𝑊𝑦 + 𝜀       (1) 

where y is a 610 x 1 vector of the resistance/recovery index for each LLMA; X is a 610 x 17 

matrix of the LLMAs’ 17 specialization dummies, Wy is the spatially lagged dependent 

variable y, ε is the vector of 610 x 1 vector of (normally distributed) errors. The response 

parameters are β0 (the constant), β1 and ρ. 
Equation (1) is estimated for each sub-period. Following the indications suggested by the 

descriptive statistics, the 2013-19 recovery is also split into two sub-periods. Results are shown 

in Tables 1 (2013-19) and 2 (2019-22). 

Table 1 shows that during the Great Recession (2008-13) sectorial specialization matters 

for resistance: most sectors (14 out of 16), both in services and in manufacturing, perform 

significantly better than non-specialized ones (the reference group, omitted to avoid 

multicollinearity). Instead, specialization seems much less important for recovery; over the 

whole post-Recession period (2013-19), only two sectors -tourism and agriculture- 

significantly outperform non-specialized LLMAs14.  

                                                           
14 One –wood and furniture- significantly underperforms them. 
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The temporal breakdown in two sub-periods adds some detail: in the first place, 

specialization proves to be ineffective in the short run (2013-16). When it is significant, it 

determines underperformance. This occurs for four categories, three of which belong to 

manufacturing. However specialization gains importance in the mid-term (2016-19), when no 

manufacturing sector is (any more) significantly below the reference group15 and two non-

manufacturing ones (tourism and agriculture) are above it. This also suggests that recovery in 

manufacturing LLMAs is slower than in urban service-oriented ones. 

Results change deeply for the COVID-19 shock (Table 2), when specialization loses 

importance: it has significant (negative) effects on resistance only for 3 sectors.  

In the early recovery (2020-22) it actually appears as a drawback, as 9 out of 10 

manufacturing categories and 2 out of 5 urban, service-oriented ones perform significantly 

worse than non-specialized ones. In other terms, results suggest that while specialization did 

help LLMAs to resist during the 2008-13 crisis, it was less important for the following recovery, 

especially in the short run. Specialization patterns were even less important in the 2019-22 

crisis: they were mostly irrelevant for resistance and actually had a negative impact on recovery, 

at least in the short term. This has important implications; given that in Italy non-specialized 

units are entirely located in the South, this result ultimately helps understand the relatively good 

performance of many Southern LLMAs in 2020-22 (see Figure 1b)16. 

In both episodes spatial effects are positive, significant, and growing over time17. This is 

especially true for resistance. However, a well-known problem of models with spatially lagged 

endogenous variables as equation (1) is the endogeneity of spatial dependence tha does not 

allow to interpret coefficients as simple partial derivatives18. Hence a change in an explanatory 

variable in any unit generates global spillovers, implying that it changes the unit’s own 
dependent variable and also the dependent variable of all other units which, in turn, feed back 

into the initial unit. 

  

                                                           
15 Except Means of transportation for which, however, low recovery could be linked to long-standing sectoral issues. 
16 Martini and Platania (2019) reach similar results for the 2008 shock. They find that over 2013-17 the non-

specialized LLMAs of the South recover more than the specialized ones of the Centre-North. 
17 Wald’s test points to highly significant spatial terms in all periods (including sub-periods). 
18 See, among others, Golgher and Voss (2015). 
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Table 1 – Spatial Autoregressive Model Estimates: Resistance (2008-13) and Recovery (2013-19; 2013-

16 and 2016-19). 

VARIABLES Resistance Recovery  Recovery Recovery 

LLMA specialization 2008-13 2013-19  2013-16 2016-19 

Urban: highly specialized  0.540** 0.202  0.139 0.100 

 (0.260) (0.224)  (0.370) (0.250) 

Urban: multi-specialized  0.386*** -0.140  -0.326** -0.116 

 (0.113) (0.097)  (0.160) (0.109) 

Urban: port-oriented  0.245* -0.118  -0.093 -0.166 

 (0.141) (0.121)  (0.201) (0.135) 

Urban: non specialized  0.188* -0.0265  -0.052 -0.060 

 (0.111) (0.096)  (0.159) (0.107) 

Tourism 0.419*** 0.130*  0.130 0.140* 

 (0.085) (0.071)  (0.117) (0.079) 

Agriculture 0.0383 0.146*  0.009 0.180* 

 (0.098) (0.084)  (0.140) (0.094) 

Textile/clothing 0.256** -0.0416  -0.223 0.072 

 (0.111) (0.095)  (0.157) (0.106) 

Leather/hides 0.253** -0.078  -0.231 0.017 

 (0.126) (0.108)  (0.179) (0.121) 

Machinery 0.304*** -0.0365  -0.247 0.041 

 (0.112) (0.095)  (0.157) (0.106) 

Wood/furniture  0.209* -0.195**  -0.504** 0.050 

 (0.116) (0.099)  (0.165) (0.111) 

Food  0.347*** 0.00639  -0.042 -0.009 

 (0.095) (0.081)  (0.135) (0.009) 

Jewel./eyewear/music. instr.  0.393** -0.0715  -0.226 -0.027 

 (0.188) (0.162)  (0.267) (0.181) 

Means of transportation 0.0302 -0.151  -0.138 -0.269* 

 (0.156) (0.135)  (0.223) (0.150) 

Metal production/processing  0.333*** -0.0587  -0.279* 0.032 

 (0.120) (0.102)  (0.169) (0.114) 

Construction materials  0.467*** -0.0880  -0.114 -0.139 

 (0.149) (0.127)  (0.211) (0.142) 

Petrolchemical/pharm.  0.402*** -0.169  -0.304* -0.114 

 (0.129) (0.110)  (0.182) (0.123) 

Wy 0.821*** 0.405***  0.590*** 0.680*** 

 (0.035) (0.049)  (0.052) (0.041) 

Constant -0.345*** 0.662***  0.416*** 0.416*** 

 (0.0583) (0.0596)  (0.061) (0.061) 

610 observations; robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Table 2 – Spatial Autoregressive Model Estimates: Resistance (2019-20) and Recovery (2020-22). 

VARIABLES Resistance Recovery 

LLMA specialization 2019-20 2020-22 

Urban: highly specialized  0.123 -0.324 

 (0.098) (0.217) 

Urban: multi-specialized  -0.046 -0.306*** 

 (0.042) (0.094) 

Urban: port-oriented urban  -0.015 0.057 

 (0.053) (0.118) 

Urban: non specialized  -0.100** -0.273** 

 (0.042) (0.093) 

Tourism  -0.022 -0.074 

 (0.031) (0.069) 

Agriculture -0.146*** -0.117 

 (0.037) (0.082) 

Textile/clothing  -0.041 -0.252* 

 (0.041) (0.0917) 

Leather/hides  -0.067 -0.168 

 (0.047) (0.105) 

Machinery  -0.038 -0.305*** 

 (0.041) (0.092) 

Wood and furniture  -0.016 -0.207** 

 (0.043) (0.096) 

Food  0.048 -0.132* 

 (0.036) (0.079) 

Jewelry/eyewear/musical instruments  -0.140** -0.306* 

 (0.071) (0.156) 

Means of transportation  -0.046 -0.553*** 

 (0.059) (0.130)  

Metal production/processing  -0.031 -0.279** 

 (0.045) (0.0987) 

Construction materials  -0.069 -0.229* 

 (0.056) (0.123) 

Petrolchemical/pharmaceutical  -0.055 -0.334** 

 (0.048) (0.107) 

Wy 0.871*** 0.457*** 

 (0.034) (0.060) 

Constant 0.027 0.827*** 

 (0.020) (0.000) 

610 observations; robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

To investigate the spatial dimension of equation (1) we split the total effect of each 

specialization group into two components: a direct effect, that measures the impact on each 

unit’s resistance/recovery (plus feedbacks) and an indirect one that accounts for spatial 

spillovers, i.e. it measures the effect on the dependent variables of all other LLMAs. Results are 

shown in Tabs. 3 and 4. 



64 Volume LXXIX n.2 Aprile-Giugno 2025 

 

Table 3 – Direct and indirect effects of specialization on resistance (2008-13) and recovery (2013-19). 

 

VARIABLES 
LLMA specialization 

Urban: highly specialized 

 

Resistance (2008-13)  

 

Recovery (2013-19) 

dir. effect indir. effect dir.effect indir. effect 

0.623** 1.320** 0.178 0.082 

Urban: multi-specialized 0.445*** 0.944*** -0.161 -0.075 

Urban: port-oriented urban 0.283* 0.599* -0.136 -0.063 

Urban: non specialized 0.217* 0.461 -0.036 -0.017 

Tourism  0.484*** 1.025*** 0.106* 0.049* 

Agriculture 0.044 0.094 0.147* 0.068 

Textile/clothing 0.295** 0.625** -0.059 -0.027 

Leather/hides 0.292** 0.619** -0.097 -0.045 

Machinery 0.351*** 0.744*** -0.059 -0.027 

Wood/furniture 0.241* 0.510* -0.216** -0.099** 

Food 0.400*** 0.848*** -0.010 -0.005 

Jewel./eyew./music.instr. 0.453** 0.961** -0.096 -0.044 

Means of transportation 0.035 0.074 -0.162 -0.075 

Metal prod/processing 0.384*** 0.815*** -0.084 -0.039 

Construction materials 0.538*** 1.141*** -0.113 -0.052 

Petrolchemical/pharm. 0.463*** 0.982*** -0.173 -0.081 

Table 4 – Direct and indirect effects of specialization on resistance (2019-20) and recovery (2020-22). 

 

VARIABLES 

LLMA specialization 

Urban: highly specialized 

 

Resistance (2019-20)  

 

Recovery (2020-22) 

dir. effect indir. effect dir.effect indir. effect 

0.147 0.399 -0.379* -0.184* 

Urban: multi-specialized -0.055 -0.149 -0.290*** -0.141*** 

Urban: port-oriented urban -0.018 -0.048 -0.064 -0.031 

Urban: non specialized -0.120** -0.325** -0.204** -0.099** 

Tourism  -0.026 -0.070 -0.068 -0.033 

Agriculture -0.174*** -0.474*** 0.050 0.024 

Textile/clothing -0.048 -0.131 -0.242*** -0.112** 

Leather/hides -0.078 -0.217 -0.163 -0.079 

Machinery -0.045 -0.122 -0.289*** -0.141*** 

Wood/furniture -0.019 -0.052 -0.233** -0.113** 

Food 0.057 0.155 -0.170** -0.083** 

Jewel./eyew./music.instr. -0.167** 0.454* -0.238 -0.116 

Means of transportation -0.055 -0.150 -0.527*** -0.256*** 

Metal prod/processing -0.037 -0.101 -0.274*** -0.133** 

Construction materials -0.083 -0.224 -0.214* -0.104* 

Petrolchemical/pharm. -0.066 -0.179 -0.312*** -0.152*** 

Starting from the Great Recession, Table 3 shows that specialization –which, as argued 

above, matters a lot for resistance- produces average indirect effects, i.e. spatial spillovers, 

double in size with respect to own effects. In other terms, it favours resistance in neighbouring 

LLMAs more than it does in the initial one. Instead specialization has very weak spatial effects 
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for recovery. In the few cases in which it is significant -tourism, agriculture and (with a negative 

impact) wood and furniture- the own effect counts more than the indirect one. 

As said, the results for the COVID episode differ. Table 4 shows that specialization 

determines significant (lower) resistance in only a few cases, namely in unspecialized urban 

LLMAs and in LLMAs specialized in agriculture and in jewelry, eyewear and musical 

instruments19. Indirect effects are again bigger in value than own ones. In recovery (2020-22) 

specialization has both negative direct and indirect effects, but own effects are far bigger in 

value (on average more or less double the direct ones). 

In other terms, Tables 3 and 4 show that specialization creates big territorial spillovers only 

during resistance. When recovery occurs own effects prevail. This is especially evident for 

manufacturing in 2019-22. 

 

4. Conclusion 

This paper analyses the resilience patterns of Italian LLMAs over two recent, wide-

sweeping, exogenous shocks: the Great Recession and the one tied to the COVID-19 

pandemic. It highlights a number of points. First, response patterns change significantly over 

time; most units do not perform uniformly over the two episodes and in their aftermaths. 

Moreover, we find that, at least in the short run, recovery patterns largely overlap with resistance 

ones and that only over time a different trajectory takes shape. This suggests that resistance 

performance may have an impact on the early years that follow the crisis. Coming to the spatial 

dimension of the analysis, our results confirm the presence of a divide between the Centre-

North and the South. Over time, a rather clear tendency towards the “regionalization” of 
response may be traced, as LLMAs located within a same region tend to perform uniformly. 

Also, spatial effects are strong and significant, especially for resistance. In other terms, 

resistance spreads spatially and has an impact on territories’ performance. Instead recovery, if 

any, is mostly an individual matter. 

Finally, and more important, we find that resilience patterns in Italy’s LLMAs reflect the 
literature’s indications only in the Great Recession, when specialized units resist well and 

recover with difficulty. This confirms that in that case traditional, less diversified structures 

offered a better shelter in a crisis but provided lower opportunities for recovery and often led to 

a lock-in. However, during the pandemic crisis, the pattern changed radically: it was the non-

specialized units –all located in the South- that performed better with respect to the specialized 

ones of the Centre-North, suggesting that in this case non-specialized/diversified economic 

systems, such as those prevailing in the South, provided the flexibility/adaptability that allowed 

resistance and early recovery. This is an interesting result that needs to be investigated; we leave 

it to further research. 

 

                                                           
19 The sector shows a significant positive indirect effect alongside a negative direct one, implying that this type of 

specialization favours resistance in neighbouring LLMAs, but not at home. 
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SKILLS IN THE ITALIAN LABOUR MARKET1  
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Abstract. The skills of the workforce play a strategic role in the economic and social progress 

of a country. In this context, Italy faces a disadvantage compared to other developed 

countries. Italian workers, in particular, are noted to have lower levels of education and 

qualification (Istat, 2022). Additionally, Italy performs weakly in international rankings with 

regard to the share of human capital employed in scientific or technical fields (European 

HRST indicator; Istat, 2023). There is also an evident challenge in aligning skills supply with 

demand, leading to a significant proportion of workers being either underqualified or 

overqualified for their roles.  

In this context, the data of the 2022 ad hoc module of the Labour Force Survey conducted by 

Istat, which focuses on the skills used in their job by individuals, can be analysed. 

Respondents were asked to indicate, based on their perception, the time allocated to specific 

activities, serving as a proxy measure for possessing particular skills. 

The investigated skills are related to digital activities, reading, calculate, hard physical work, 

finger dexterity, internal and external communication and training. In addition, the study 

explores the way work is performed, observing the degree of autonomy in influencing the 

way work is carried out, as well as the prevalence of repetitive tasks or tasks ruled by rigid 

procedures. 

The proposed contribution aims to analyse data from the module for employed people, using 

also a multiple correspondence analysis to explore the connections between the main skill-

related variables and other employment characteristics. 

 

 

1 Introduction 
 

In the era of knowledge, the full utilization of qualified skills becomes a central 

factor in the economic and social development of a country. Monitoring the skills 

possessed by the workforce and matching supply and demand of skills represent 

useful indicators to assess the health of the labour market. 

On this front, Italy finds itself at a disadvantage compared to other developed 

countries. Specifically, Italian workers are reported to be less educated (Istat, 2022) 

                                                      
1 This article is a joint effort by the authors. In particular, Barbara Boschetto edited paragraphs 5 and 6, 

Elisa Marzilli paragraphs 1 and 2, Silvia Montecolle paragraph 4, Alessia Sabbatini paragraph 3. 
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and less qualified. Besides Italy ranks among the lowest in the international standings 

for indicator HRST (Human resources in Science & Technology), the proportion of 

human capital employed in scientific or technical professions ‒ those falling under 

major groups 2 and 3 of the International Standard Classification of Occupations ‒ 

ISCO-08 (Istat, 2023).  

Furthermore, there is often a mismatch between supply and demand of skills, 

meaning a significant portion of workers is either under-qualified or over-qualified 

for the specific skills required in their jobs (Galletti F., Gualdi F., 2017). At the same 

time on the business front, demand for qualified skills is low, indicating a lack of 

investment in human capital (Brunello & Wruuck, 2021; OCSE, 2018). 

Investing in skill development and aligning supply with demand boosts business 

productivity and improves individual well-being through better job satisfaction and 

wages. In addition, a robust skills assessment system is essential for monitoring and 

enhance the labour market, as outlined in the European Skills Agenda for sustainable 

competitiveness, social fairness, and resilience (European Commission, 2022). 

The debate on this topic includes the 2022 ad hoc module of the Labour Force 

Survey conducted by Istat, dedicated to skills applied in one's job. This module 

consists of additional questions beyond the standard part of the survey, aimed at 

exploring a specific theme and administered simultaneously across all European 

countries (Istat, 2024).  

The objective of this article is to analyse the concentration or absence of specific 

skills among the employed population in Italy. Data from the labour force survey 

allow to highlight differences that emerge across key socio-demographic variables 

such as gender, educational attainment, citizenship, as well as variables closely 

related to work such as occupation. 

 

 

2. Data and methods 

 

The ad hoc module on Job skills was included in the Labour Force Survey 

conducted in 2022. It was administered to persons aged 16 to 74 years old, whether 

employed or not employed for less than two years. Participants were asked to 

indicate the time spent on a series of activities, referring to their usual situation in 

their main job. 

Specifically, it involves information on the amount of time spent using digital 

tools, reading technical documents, performing complex calculations, doing 

physically demanding activities or tasks requiring dexterity and precision, 

participating in communicative and training-related interactions, and aspects 

defining the work approach such as autonomy level, task repetitiveness and 

standardization of tasks (follow strictly defined procedures). 
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The measurement of time spent on performing a specific activity has been used 

as a proxy for a specific skill. The ability to perform certain activities has therefore 

been observed from the perspective of output, or what is actually practiced in the 

course of one's work. 

The skills addressed in the module are categorized into thematic areas or 

domains. For instance, reading and calculation skills fall under the broader area of 

cognitive abilities, which are processes through which an individual registers, 

retains, retrieves, and uses information. Similarly, physical strength and dexterity 

fall under the domain of manual skills, highlighting abilities related to physical tasks 

and precise coordination of movements (Table 1). 

For all questions in the module, respondents' perceptions were captured, 

meaning they chose the response option they considered most appropriate, using a 

five-point scale2. The degree of usage was then grouped into three levels: high, low, 

and absent3. Each skill can be practiced either synchronously or asynchronously with 

respect to another. 

The analysis of skills, focusing on employed persons, examines both socio-

demographic characteristics (age, gender, educational attainment, citizenship) and 

the occupation performed, using the Classification of Occupations (CP2011)4. 

Following an initial descriptive analysis, the study further explores the 

relationships between the modes of the main variables using Multiple 

Correspondence Analysis (MCA). Finally, the findings concerning the Italian 

context are compared with those of other European countries. 

 

 

 

                                                      
2 Specifically, for all questions asking "How much time did you spend doing ...?", the response options 

were: a) all or most of the work time; b) half of the work time or slightly more ; c) some of the work 

time; d) little of work time; e) none of the work time. For questions asking "To what extent can you...?", 

the response options were: a) to a very large extent; b) to a large extent; c) to some extent; d) to little 

extent; e) no extent. 
3 The "high" level groups together the responses: a) all or most of the work time and b) half of the work 

time or slightly more, as well as the responses: a) to a very large extent and b) to a large extent. 

The "low" level groups together the responses: c) some of the work time and d) little of work time, as 

well as the responses: c) to some extent and d) to little extent. 

The "absent" level corresponds to the response: e) none of the work time or e) no extent. 
4 The Istat Classification of Occupations (CP), which is linked to the International Classification of 

Occupations ISCO-08, is the tool for classifying labour market occupations into specific occupational 

groupings, which is useful for the communication, dissemination and integration of statistical and 

administrative data on occupations, while ensuring comparability at international level. In this work, 

focused on the year 2022, the CP2011 Classification of Occupation is used. Since 2023, Istat has 

adopted the CP2021, the result of a revision of the previous version (CP2011) and further alignment 

with ISCO-08. 
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Table 1 - The professional skills of the employed 

DIGITAL SKILLS 

DIGITAL 
time spent on working on digital devices, i.e. use of digital technologies: computer, 

tablet, phablet or smartphone. 

COGNITIVE SKILLS 

READING 

time spent on reading work-related manuals and technical documents, i.e. 

documents that require specific skills or knowledge to be understood (technical 

complaints, acts, contracts, technical guidelines, etc). 

CALCULATE 
time spent on doing relatively complex calculations in main or last job, i.e. 

manipulation and transformation of numeric information. 

MANUAL SKILLS 

PHYSICAL 
time spent on doing hard physical work, i.e. manual tasks that primarily require 

energy and strength or intense muscular power. 

DEXTERITY 

time spent on tasks involving finger dexterity, i.e. ability to make precisely 

coordinated movements that implies a certain extent of accuracy (coordination of 

small muscles, synchronization of hands and fingers, with the eyes 

SOCIAL SKILLS 

INTERNAL 

COMMUNICATION 

time spent on interacting with people from the same enterprise or organization, i.e. 

verbal communication, situation where two or more people communicate with each 

other simultaneously. 

EXTERNAL 

COMMUNICATION 

time spent on interacting with people from outside the enterprise or organisation 

i.e. verbal communication, situation where two or more people communicate with 

each other simultaneously. 

GUIDANCE  

time spent on advising, training or teaching other people in formal and informal 

setting and on any topic, situation where two or more people communicate with 

each other simultaneously 

AUTONOMY SKILLS 

AUTCON 
degree of autonomy in influencing the contents of the job, i.e. how far the 

respondent can influence the way work is carried out in choosing contents.  

AUTORD 
degree of autonomy in influencing the order of the tasks, i.e. how far the respondent 

can influence the way work is carried out in term of sequence of work tasks.  

MANAGEMENT SKILLS 

REPETITIVE 

repetitiveness of tasks, i.e. this respondent implements similar tasks in the same 

way (work task that is implemented frequently without any 

variation/change/adaptation). 

PROCEDURE 

tasks precisely described by strict procedures; it provides a measure of 

standardization of tasks in different types of jobs (strict procedures are intended as 

rules specifying the timing and order of actions, the method to be used to perform 

a task and the use and communication of its results). 
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3. Skills and socio-demographic characteristics of the employed 

 

Regarding digital skills, it emerges that 37.1% of employed persons use digital 

devices for at least half of their work time, while 32.9% never use such devices 

(Figure 15). Those most likely to extensively use digital tools for work are persons 

aged 30-44 while the 15-29 age group has the highest percentage of those who do 

not use this ability (36.5%). Besides, the percentage of women using digital skills 

for at least half of their working time is significantly higher than that of men (42.1%, 

compared to 33.4%). 

Figure 1- Employed persons by time spent on different skills in their job. Year 2022 (age 

group 15-74, percentage of total employment). 

 
Source: Istat, Labour Force Survey 

 

Cognitive skills in reading and calculate are used for more than half of the work 

time by one in five employed, with no significant differences by gender or age. 

Among the various age groups, adults aged 30 to 44 are the most likely to use reading 

and calculate skills, with 14.5% and 11.5%, respectively, spending at least half of 

their working time on these tasks. In contrast, these skills are less used by younger 

(16-29 years) and those over 60. About 39% of younger workers and nearly 37% of 

those aged 60 and over do not use reading at work, while around 56% of both age 

groups do not use calculate. 

Manual skills are assessed based on intensity (physical) and precision 

(dexterity). Regarding physical, 37.4% of employed persons use this skill for half or 

more of their work time; while dexterity is applied by 23.2%. These skills are more 

                                                      
5 For further details, see also https://www.istat.it/wp-content/uploads/2024/06/Stat_Focus_Competenze-

professionali.pdf 
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prevalent among men: 41.6% spend at least half of their work time on physically 

demanding tasks (compared to 31.6% of women); and 25.3% are engaged in jobs 

requiring finger dexterity (compared to 20.2% of women). While no significant 

variations can be found analysing data by age groups. Employed  persons who devote 

at least half of their time to activities requiring relational skills account for 47.9%. 

Regarding verbal interactions with colleagues within the same organization, about 

36% of workers use this skill for most of their work time, nearly half have a low 

level of use, and only 12% do not use it at all. Communications with external parties 

are generally less common: among all employed, 28.6% is frequently engage in 

verbal exchanges with people from outside the enterprise, while 24.0% never do.  

Training, teaching, and providing advice (both formally and informally) are 

activities performed by over half of employed, but only 17.4% do these activities 

frequently during their work time; 43.6% never do them. 

The two dimensions of autonomy ‒ one concerning the sequence of tasks and 

the other regarding freedom in defining contents ‒ appear closely associated, 

although the former is generally more prevalent. 44.7% of employed have significant 

influence over the order of tasks they perform within their job, while 38.8% have 

significant influence over contents. Both components increase with age: 28.9% of 

persons aged 15-29 have a high degree of autonomy in deciding the order of tasks, 

and 24.7% in defining content, with a notable increase to 43.7% and 37.4%, 

respectively, for those aged 30-44. This further rises to 48.0% and 41.6% for persons 

aged 45-59, and reaches 54.2% and 49.1% for those aged 60 and above. 

Regarding aspects related to work management, the study examines the 

repetitiveness of tasks and the frequency of activities that require adherence to 

procedures. Specifically, 44.2% of employed persons indicate performing repetitive 

tasks for half or more of their work time, with a higher proportion among women 

(47.1% versus 42.1% among men). Additionally, 42.5% of employed persons report 

frequently following standardized procedures.  

Relevant differences are found when analysing the data by levels of education 

and citizenship. In particular, as Figure 2 shows, a strong link can be observed 

between the level of education attained and the average intensity of using/applying 

a given skill. The higher the level of education, the more time is spent using digital 

devices, reading or performing complex calculations, engaging in autonomous tasks, 

executing protocols with responsibility, conducting training or communication 

activities, while less time is spent on repetitive tasks or those requiring precise finger 

movements or intense physical work. Similarly, foreign workers have significantly 

lower scores compared to Italians across all dimensions - without appreciable 

variations between Eu27 and non-Eu citizens - except for physically demanding 

activities and the degree of task repetitiveness, where they surpass them. 
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Figure 2 - Employed persons by time spent on different activities in their job by citizenship 

and by level of education. Year 2022 (mean score). 

 
 

Source: Istat, Labour Force Survey 
 

 

4. A multivariate analysis 
 

Multiple Correspondence Analysis (MCA) was conducted to investigate the 

associations between the modes of the main variables related to skills and those 

concerning the key characteristics of the employed. In particular, the analysis 

focused on the level of use of cognitive skills (synthesis of reading and calculate), 

physical skills, dexterity, social skills (synthesis of internal and external 

communication), digital skills and training. Variables related to the frequency of 

procedural application, task repetitiveness, and degree of autonomy were also 

included. For all listed skills, modes were categorized into three levels: absent, low, 

and high. Other considered characteristics included age, sex, education level, 

citizenship, employment status (employee/self-employed), and occupation at the 

first digit level (see Appendix for details). 

The first two dimensions explain a variance of 89.5%, with the first dimension 

explaining 76.5% and the second dimension explaining 13%. 

The horizontal axis discriminates between advanced intellectual/digital skills 

(on the left) and manual/unskilled abilities (on the right). Well-represented on this 

axis are the modes related to digital, cognitive, and manual (as well as social) skills 

in the high and absent categories, and educational attainment ranging from a 

university degree to lower secondary education (Figure 3). 

The vertical axis is primarily characterized by modes related to employment 

status, particularly self-employment, as well as modes of physical (high/absent) and 

dexterity (high/absent) skills, and occupational categories such as artisans and 

clerical workers. It identifies the dichotomy between work autonomy (upper part) 
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and non-autonomy (lower part), specifically represented by clerical workers on one 

side and artisans on the other, in their more detailed versions. 

In the first quadrant, we find individuals with absent digital and cognitive skills, 

lack of autonomy, non-national, and unskilled professions such as ushers, warehouse 

workers, and domestic workers, also characterized by absence of social interaction. 

The second quadrant identifies profiles with high levels of digital and cognitive 

skills, while physical and dexterity skills are absent, with low or absent 

repetitiveness. In this quadrant, we find professionals (such as science, engineering 

and information and communications technology professionals, teachers, legal, 

social and cultural professionals and business and administration professionals) and 

clerical workers. Technicians (such as science and health associate professionals, 

information and communications technicians, business and administration associate 

professionals) are positioned on the x-axis, predominantly on the left side. Clerical 

workers spend more time using digital equipment, but are also those who need to 

perform complex calculations during their work, along with legislators, managers 

and entrepreneurs. 

Figure 3 - Multiple Correspondence Analysis. 

 
Source: Istat, Labour Force Survey 

 

The third quadrant is characterized by managers and legislators and also by self-

employment, with profiles defined by high autonomy, strong communication skills, 

both internal and external, low levels of use of cognitive and digital skills, though 

not absent. 

The fourth quadrant defines the professional profiles of skilled agricultural, craft 

and related trades workers, associated with high levels of dexterity and physical 
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strength, such as handicraft and printing workers, precision-instrument makers and 

repairers, musical instrument makers and tuners, jewellery and precious metal 

workers,  food, processing, woodworking, garment, leather and other craft and 

related trades workers. It also includes services and sales workers (shop salespersons, 

personal care workers in health services) and plant and machine operators and 

assemblers with lower education levels (up to lower secondary education) and  

characterized by a high degree of task repetitiveness. 

 

 

5. Digital, cognitive and manual skills: Italy in the European scenario  

 
The Job Skills module, harmonised among European countries, allows for data 

comparison enabling to observe Italy's ranking in relation to the Eu average and other 

countries. In 2022, 41.2% of employed persons in the Eu27 aged 15-74 reported 

using digital devices for at least half of their working time and nearly 30% for the 

entirety or most of their working time (Figure 4).  

Figure 4 - Employed persons by working time spent on using digital devices in Eu27. Year 

2022 (age group 15-74, percentage of total employment). 

 
Source: Eurostat (ad hoc extraction 2022 Eu-LFS module) 

 

With 37.1%, Italy had a share similar of the Eu27 of employed persons aged 15-

74 who reported using digital devices for at least half of their working time. At 

country level, Sweden and Luxembourg had the highest share with 60% of employed 

persons who spent all or at least half of their working time using digital devices. 

Conversely, Greece, Bulgaria, and Romania had the lowest rates.  
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However, in Italy, approximately one third of the employed do not use digital 

devices (32.9%), higher than the European average of 27.5%. 

Referring to the cognitive skills, within the Eu, one in ten employed persons 

aged 15-74 dedicated more than half of their working time to performing relatively 

complex calculations and approximately three out of twenty employed dedicated 

more than half of their working time reading work-related documents. The highest 

percentages for both measures were recorded in Austria, France, Luxembourg, 

Latvia and Malta. Italy is very close to the European average both for calculation 

and for reading. In addition, for many European countries, there is a strong positive 

correlation between the percentage of employed persons who spend more than half 

of their working time reading documents and the percentage of those engaged in 

complex calculations. 

Figure 5 - Employed persons by working time spent on doing hard physical work in Eu27. 

Year 2022 (age group 15-74, percentage of total employment). 

 
 Source: Eurostat (ad hoc extraction 2022 Eu-LFS module) 

 

Regarding the physical skills, nearly one fourth of employed persons in the Eu 

aged 15-74 reported doing hard physical work for the entirety or at least half of their 

working time. With 37.4%, Italy had the highest share of employed people aged 15-

74 in the Eu who spent all or at least half of their working time doing hard physical 

tasks, followed by the France and Greece and Cyprus, with percentages also 

exceeding 30% (Figure 5). In contrast, in the same situation were less than one in 

seven of their counterparts in Luxembourg (13.3%), followed by the Netherlands 

(16.4%), and Denmark (16.7%). 
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Also for dexterity skills, Italy has a higher percentage of employed persons who 

use them for the majority of their time compared to the Eu, which stands at 16.8%; 

Italy has 23.2%, placing second after Slovenia. 

 

 

6. Conclusions  

 

The 2022 ad hoc module provided a comprehensive overview of the skills 

applied in the Italian labour market and facilitated a comparison between the Italian 

and European situations.  

Italy ranks among the lowest in Europe for the use of digital skills, which is a 

significant concern in an increasingly digital world. Conversely, Italy stands out for 

its high use of physical skills, and also dexterity, characteristic of craft professions. 

This highlights a distinctive aspect of the Italian labour market, which remains 

deeply rooted in traditional craftsmanship. 

Italy experiences high levels of skill mismatch compared to other European 

countries. Many Italian employed are in jobs that do not align with their educational 

qualifications, leading to underutilization of their skills. This mismatch is 

particularly pronounced in Italy's productive system, which is predominantly 

composed of small, family-run businesses with limited propensity to invest in 

research and development. Consequently, the relatively few graduates in Italy often 

have difficulty finding suitable employment that matches their qualifications. 

In summary, Italy faces major challenges in aligning its workforce skills with 

the demands of the modern labour market. Addressing the digital skills deficit and 

reducing the high levels of skill mismatch are crucial steps for Italy to enhance its 

productivity and competitiveness. By fostering a culture of continuous learning and 

encouraging investment in research and development, Italy can better leverage its 

rich heritage of craftsmanship while also embracing the digital future. 
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Appendix  

Multiple Correspondence Analysis: partial contributions to inertia for the column points. 
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Variables Modes Dim1 Dim2 Variables Modes Dim1 Dim2

DIG_absent 0.1060 0.0014 Upper and post secondary 0.0000 0.0002

DIG_high 0.0699 0.0363 Till lower secondary 0.0579 0.0100

DIG_low 0.0017 0.0649 Tertiary education 0.0546 0.0146

COG_absent 0.0958 0.0163 Employees 0.0014 0.0135

COG_high 0.0402 0.0110 Self-employed 0.0048 0.0462

COG_low 0.0129 0.0265 Managers and legislators 0.0043 0.0042

PHY_absent 0.0345 0.0756 Professionals 0.0469 0.0070

PHY_high 0.0330 0.0460 Technicians 0.0207 0.0000

PHY_low 0.0000 0.0043 Clerical workers 0.0116 0.0408

DEX_absent 0.0014 0.0783 Services and Sales Workers 0.0097 0.0018

DEX_high 0.0027 0.0666 Skilled Agricultural, Craft 

DEX_low 0.0000 0.0299 and Related Trades Workers 0.0184 0.0707

PRO_absent 0.0206 0.0545 Plant and Machine Operators 

PRO_high 0.0074 0.0170 and Assemblers 0.0156 0.0040

PRO_low 0.0001 0.0005 Elementary Occupations 0.0467 0.0160

AUT_absent 0.0339 0.0224 National 0.0054 0.0027

AUT_high 0.0218 0.0087 Non-national 0.0458 0.0223

AUT_low 0.0061 0.0010 Female 0.0017 0.0337

REP_absent 0.0000 0.0251 Male 0.0014 0.0276

REP_high 0.0072 0.0078 16-29 0.0024 0.0011

REP_low 0.0070 0.0004 30-44 0.0003 0.0011

SOC_absent 0.0366 0.0490 45-59 0.0000 0.0006

SOC_high 0.0222 0.0017 60 and over 0.0000 0.0015

SOC_low 0.0079 0.0010

GUI_absent 0.0416 0.0184

GUI_high 0.0292 0.0015

GUI_low 0.0104 0.0145

GUIDANCE
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CITIZENSHIP
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 EMPL. STATUS
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Abstract. Women have always participated in the labour market, though their roles and the 
social recognition have varied across different periods and cultures. Despite major changes 
from the industrial revolution, the world wars, women's rights movements, and laws 
promoting equal opportunities, gender stereotypes and inequalities persist and seem deeply 
rooted even in societies regarded as “advanced” and democratic. From an occupational and 
social perspective, the pandemic may have been a turning point. The shift towards flexible 
work and increased demand in certain sectors may have given women more job opportunities 
and encouraged them to rethink gender stereotypes. This study aims to explore the social and 
occupational impacts of the pandemic. To achieve this, the study will use official statistical 
data and apply normative, positive, and statistical analysis methods. 
 
1. Introduction 

The idea of male “dominion” over women traces back to the corruption of the original 
design: “Your desire will be for your husband, and he will rule over you” (Genesis 3:16), 
to the extent that, even today, traits of the female universe are well represented by the 
metaphor of “The Chained Elephant”. One need only consider gender stereotypes, and 
that “terrible day for her story” when a young woman, accepting these stereotypes and 
their real-world consequences, resigns herself to the fate of her grandmother and, later, 

her mother—whose stories become her own. She “never ever tried to test his powers 
again”, even as an adult. I closed my eyes, and I tried to imagine the small, newborn 

elephant, chained to the ground. The small elephant would push, pull and struggle with 

all his strength, trying to free himself, but he would fail. Despite all his efforts, he would 

fail again and again, because that stake and chain was too big for his strength. […] Then 

one day would come that he would just give up, and accept his fate […] He never ever 

tried to test his powers again. [...] We do the same thing to ourselves that the elephant 

did, we printed into our minds the message: “I can’t – I can’t and I will never can.” 

(Bucay, 2008). This paper aims to study the impact of COVID-19 on gender inequality. 

                                                      
1 Even if the article is the joint responsibility of the authors, the following individual contributions can 
be distinguished: paragraph 2 and 5 (up to figure 2) is attributable to Chiodini; paragraph 3 and 4 (third 
subsection after table 1B onwards) is attributable to Carra; paragraph 4 (first subsection) is attributable 
to Impallomeni; paragraph 4 (second subsection up to table 1B) is attributable to Sorba; paragraph 5 
(after Figure 2 onwards) is attributable to Verrecchia. 
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While several dimensions related to gender inequality can be observed through official 
statistics and administrative sources—such as the presence of stereotypes, different 
contributions to domestic and paid work, and horizontal and vertical segregation in the 
labour market—only some of these dimensions have recent data available from which 
initial insights into the impact of COVID-19 on gender disparities can be drawn. After 
the literature review (para. 2) and an overview of the data and methods used in the paper 
(para. 3), gender inequality will be studied through official statistics (para. 4) and original 
findings (para. 5). Concluding remarks will be presented in the conclusions. 

 
2. Literature review 

A stereotype is a conventional pattern of speech or attitude—a cliché—a 
preconstituted, generalized and simplistic opinion, not based on personal evaluation of 
individual cases rather mechanically repeated, often regarding people, events, or 
situations. However, recognizing that we are using them is not always straightforward. 
Stereotypes are part of common sense and learned culture, reflecting socio-historical 
beliefs and conditions. Not only do they enshrine power differences between social 
groups, but they also shape expectations regarding the groups' social behaviour. This, in 
turn, leads those who are subjected to the stereotype to conform to these expectations 
(Farinella, 2019). This creates a normative function that tends to resist change. 
Stereotypes generate prejudices that not only define what people are but also dictate what 
they should be. A classic example of this is gender stereotypes and the associated gender 
gap, which in the labour market result in both horizontal segregation—where women are 
concentrated in specific sectors—and vertical segregation, where it is significantly more 
difficult for women to advance in their careers. The accepted and internalized stereotype 
becomes reality to such an extent that, in the fourth quarter of 2022, the female 
employment rate in Italy (Chamber of Deputies, 2023) was the lowest among the 
member states of the European Union. The international policy framework highlights 
key strategies, such as the 2030 Agenda, the EU Gender Equality Strategy 2020-2025, 
and the European Parliament and Council Directive (EU) 2023/970 of May 10, 2023, on 
equal pay. At the national level, commitments are reflected in the National Recovery and 
Resilience Plan (PNRR), the Gender Equality Strategy 2021-2026, and the Gender 
Budget. It becomes clear that women's freedom in the old continent is still not on par 
with that of men. Despite better academic performance in both school and university, 
women continue to face challenges in entering and remaining in the labour market 
(AlmaLaurea and AlmaDiploma University Consortium, 2024). One observed effect of 
the gender gap is low fertility. Italian women are often forced to either abandon or, at the 
very least revise and scale back their reproductive plans in order to avoid marginalisation 
in the labour market. COVID-19 (Ferrario, Profeta, 2020; Ferrario, Profeta, 2021) has 
exacerbated pre-existing and persistent gender inequalities that were already the subject 
of international debate prior to the pandemic (EU Parliament Resolution, 2016; UN, 
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Sustainable Development Agenda, Goal no. 5 “Gender Equality”). Menniti and 
Demurtas (2012) observe that the time spent on housework is influenced by the level of 
education. In fact, as women's level of education increases, the amount of time spent on 
such activities tends to decrease. In contrast, an inverse pattern is observed in men. 
Similarly, higher income leads to the same result (Kofman et al., 2000; Sarti, 2006, 
Farvaque, 2013) namely, a reduction in the time spent on domestic activities, which are 
often delegated to external workers (i.e. domestic workers). This is particularly true in 
families with high income, where the woman also holds a high level of educational 
qualification (Lagomarsino, 2004; Farvaque, 2013; Todesco, 2013). It follows that in 
couples where both partners have high educational qualifications, more equitable gender 
dynamics emerge, where it is not assumed that the woman should be responsible for 
housework. However, women continue to spend more time on routine domestic work 
than men, even when they have high levels of education and income (Carriero, Todesco, 
2016) highlighting how deeply entrenched the gender stereotype is that women are 
expected to care for the home and family. Nyman, Reinikainen and Eriksson (2018) 
argue that even in couples where there is an apparent commitment to gender equality, 
there remains a tendency to reproduce and perpetuate gender inequalities. 
 
3. Data and methods 

The data on gender stereotypes come from the surveys “on gender stereotypes and 
the social image of violence” conducted by Italian National Institute of Statistics (Istat) 
in 2018 and 2023 (the data of which are provisional as, at the time of their publication, 
the survey had not yet been completed (Istat, 2023) and the final estimates have not yet 
been released). This is a survey that Istat implemented on the basis of a Cooperation 
Agreement with the Department of Equal Opportunities (Dipartimento delle pari 
opportunità e Istat, 2019). On both occasions, the samples originally consisted of 
approximately 15,000 individuals aged between 18 and 74, who were interviewed using 
the CATI technique in 2018 and invited to complete a questionnaire using the CAWI 
method in 2023, with the option of a CATI interview if they were unable to respond 
online. In 2018, individuals were selected from families interviewed using the CATI 
technique in the Labour Force survey during the period June-November 2018 (two-stage 
random sampling without stratification of the I and II stage units). In 2023, respondents 
were drawn from municipal registry lists to create a random and statistically 
representative sample of the population residing in Italy. For the purposes of this work, 
the focus will be exclusively on the stereotype that men are less suited to housework. 
Data from the Labour Force Survey (Istat, 2024) are also used for ex-post forecasts and 
to understand the type of outlier caused by COVID-19 on female employment. For the 
study of segregation, rather than labour force data, it is necessary to use official statistics 
from administrative databases on businesses (Istat, 2022). This is because, in terms of 
economic activity, a correct classification is provided by sources where the sectoral 
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specialization is declared by the entrepreneur and verified by Istat according to 
international standards. Two distinct methodological approaches were used to test the 
effects of COVID-19 on stereotype spillovers and related gender inequalities. The first 
employs the Cochran-Mantel-Haenszel (CMH) test (Cochran, 1954; Mantel and 
Haenszel, 1959). The CMH test is a generalization of the Mantel-Haenszel (MH) test. It 
is used to study the association between two binary variables while controlling for a third 
nominal confounding variable. It allows testing the association between a binary 
predictor (treatment) and a binary outcome in the presence of stratification. In practice, 
it tests the null hypothesis of equality of the odds ratios (ORs) of the contingency tables 
under consideration against the alternative hypothesis that at least one of the ORs 
considered is statistically different. The CMH is a commonly used technique in 
biostatistics, particularly in case-control studies. The second approach aims to identify 
any structural change in the dynamics of female participation in the labour market using 
an automatic modelling routine based on the TRAMO method (time series regression 
with ARIMA noise, missing values and outliers) and the specification of different types 
of outliers (Gómez and Maravall, 1997). 
 
4. Official statistics on gender inequality 

Entrenched stereotypes and cultural legacies continue to sustain significant gender 
differences, despite a slow trend toward convergence. Consequently, the increasing 
participation of women in the labour market highlights their growing presence in society 
while reflecting dual roles: the traditional role of wife and homemaker on one hand, and 
that of a worker on the other. This combination of roles reveals distinct repercussions on 
women's life policies and the organisation of life time. Labour participation, with an 
employment rate of 52.5 percent in 2023 (up from 48.9 percent in 2017), demonstrates 
the growing presence of women in the labour market.  

However, significant gender differences persist. Horizontal segregation—referring to 
the concentration of female workers in specific sectors—remains evident, particularly in 
non-market service sectors, which account for 56 percent of the total. These sectors 
include, among others, education, health care, social assistance, and artistic, sporting and 
entertainment activities (Table 1A). Although women have gradually gained ground in 
tertiary education and the labour market over the years, the traditional division of gender 
roles has largely remained unchanged. Despite higher productivity in sectors where 

women are most employed— such as services— wages in these areas remain 
disproportionately lower compared to other sectors. (Table 1B). Regarding vertical 
segregation—i.e. the concentration of female workers in certain job positions—despite 
the fact that Marilyn Loden coined the term “glass ceiling” in 1978, over 40 years ago, 
women managers still represent only 15.5 percent of the total while the share of female 
workers is 40.7 percent (Table 1A).  
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Table 1A – Female employees and managers, by economic activity, Italy, 2017 (% of total 

males and females). 

NACE Female employees 

(%) 
Female managers 

(%) 
Total 40.7 15.5 
Industry in the strict sense (B-E)   27.5 11.5 
Construction (F) 10.9 7.1 
Wholesale and retail trade, transportation and 

storage, accommodation and food service 

activities (G-I)   
43.7 17.4 

Other service activities (J-S excluding O)   56.0 19.3 

Table 1B – Wages and salaries per employee and apparent labour productivity, by economic 

activity, Italy, 2017 (euro per employee). 

NACE Salaries and wages 

(euro) 
Productivity 

(euro) 
Total 26,058.18 47,152.19 
Industry in the strict sense (B-E)   31,958.77 70,197.35 
Construction (F) 25,988.80 37,207.28 
Wholesale and retail trade, transportation and 

storage, accommodation and food service 

activities (G-I)   
23,431.72 37,965.56 

Other service activities (J-S excluding O)   22,965.74 42,301.04 

Notes: Based on our elaborations on Istat Asia-employment data. NACE Rev.2: [B] Mining and quarrying, [C] 

Manufacturing, [D] Electricity, gas, steam and air conditioning supply, [E] Water supply, sewerage, waste 

management, [F] Construction, [G] Wholesale and retail trade, repair of motor vehicles and motorbikes, [H] 

Transportation and storage, [I] Accommodation and food service activities, [J] Information and 

communication services, [L] Real estate activities, [M] Professional, scientific and technical activities, [N] 

Rental, travel agencies, business support services, [P] Education, [Q] Human health and social work 

activities, [R] Arts, sporting activities and amusement and recreation activities, [S] Other service activities. 

Women remain bound by cultural legacies and stereotypes, which lead them to make 
more consistent contributions to domestic work, even when employed full-time. In 2010, 
women devoted on average twice as many hours to housework and family care as men 
(more than 5 hours and 21 minutes compared to 2 hours and 22 minutes), even -and 
especially- when the man was unemployed or working part-time (Figure 1A). The 
unequal gender division within housework is a widespread phenomenon across almost 
all European countries. Housework and family care responsibilities are predominantly 
shouldered by women. The 2014 Istat Time-Use Survey also revealed that, on average, 
3 hours and 46 minutes per day were spent on unpaid work. This includes “activities 
related to caring for one's home and the people living in it —whether children, adults or 
elderly family members—as well as organised voluntary work, informal assistance 
between families and all the travel associated with these activities” (Istat, 2019). 
However, the extent of gender-specific involvement revealed significant disparities: in 
general, men participated in 74.6 percent of cases, contributing an average of 2 hours 
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and 16 minutes, while women were involved in 92.3 percent of cases, dedicating an 
average of 5 hours and 9 minutes. This disparity, as can easily be inferred, affects both 
the opportunities to engage in other areas of daily life, such as paid work, and leads to a 
reduction in available leisure time. When focusing solely on the housework of couples 
where both partners were employed and the woman was aged between 25 and 64, the 
imbalance remained, particularly in the domain of domestic work (Figure 1B). 

Figure 1 – Average daily time spent on family work. 

A. by self-declared labour status, Italy 2010 

(indexes, males=1) 

 

B. persons in couple with both partners employed (female 

25-64), by type of activity, Italy 2013-14 (hh:mm) 

 
  

Notes: Based on our elaborations on Harmonised European time use surveys (A), Istat time use survey data (B). 

 
5. Results of analyses of the impact of COVID-19 on gender inequality 

In this study, two applications were used to examine the structural impact of COVID-
19 on stereotypes and women’s participation in the labour market. According to the data 
of the 2023 edition of the survey Gender stereotypes and the social image of violence 
(Istat, 2023), agreement with the statement that men are less suited to do housework has 
significantly decreased. The general average is now 21.4 percent. Among men, the 
proportion of those who “strongly or somewhat agree” falls to 24.6 percent. Among 
women, the change is significant, both in quantitative terms “settling” at 18.3 percent (a 
decrease of 14 percentage points compared to 2018) and in structural terms (in 2018, 
more women than men agreed with the stereotype). 

Due to data limitations, the analysis relies solely on percentage compositions. The 
pandemic period (hereafter COVID) is treated as an exposure factor for changes in the 
status of the stereotype2. According to this strategy, it is assumed that subjects of both 
sexes were “unexposed” in 2018 and “exposed” in 2023. Their response to exposure is 
coded as “change” (i.e. they no longer believe that men are less suited to do housework) 
or “no change” (i.e. they still believe that men are less suited to do housework). Cochran-
Mantel-Haenszel (CMH) test allows for the observation of the overall relative risks in 
order to assess the effectiveness of COVID exposure. The CMH yields a strongly 
significant p-value (<0.0001), indicating that the association between COVID exposure 
                                                      
2 The “COVID” label encompasses a multiplicity of factors that manifested themselves over the period. 



Rivista Italiana di Economia Demografia e Statistica 85 

 
and response remains strong even after adjustment for gender. The relative risk graph 
(Figure 2A) displays the relative risks and confidence intervals for both genders and 
overall (common) relative risk. The probability of change due to COVID exposure 
shows an overall improvement of about 15 percent across the entire population, with 
significant gender differences (about 9 percent for men vs. about 21 percent for women). 
In addition, considering odds ratios (Figure 2B), the homogeneity test—i.e., the 
Breslow-Day Test—is used to assess the hypothesis that all strata are equal. The 
Breslow-Day Test p-value (0.0018) provides strong empirical evidence in favour of the 
alternative hypothesis of non-homogeneity, i.e., there are differences in the odds ratios 
strata. In other words, gender differences regarding the stereotype in question were 
evident.  

Figure 2 – COVID exposure response for the stereotype men are less suited to do housework. 

A. Relative risk graph 

 

B. Statistics 
 Statistic Value 95% 

confidence 

Limits 

Female Odds 
ratio 

2.13 1.73 2.62 

 Relative 
risk 

1.21 1.15 1.27 

Male Odds 
ratio 

1.35 1.11 1.65 

 Relative 
risk 

1.09 1.03 1.15 

Common Odds 
ratio 

1.68 1.46 1.94 

 Relative 
risk 

1.14 1.10 1.19 

 

Notes: Based on our elaborations on Istat data. Control by gender. Risks calculated for response equal to 

“Change”. Wald 95% confidence limits. Odds ratios and relative risks are calculated by the MH and CMH 

method. 

While COVID may have influenced the perception of stereotypes, there is no 
empirical evidence of structural changes in female labour market participation. The 
growth paths of female labour market participation seem to have started earlier and are 
consistent with the dynamics of more critical turnover in the working population. Using 
both monthly (Figure 3A) and quarterly (Figure 3B) data, the automatic modelling 
routine based on the TRAMO method identifies outliers, which are characterized as 
Level Shift (LS) outliers, i.e. models are specified that reflect structural changes in 
female employment expressed by multiple LS outliers identified exclusively in the 
pandemic year. However, further in-depth analyses reveal that these changes are 
temporary. In contrast to this result, an alternative strategy of using correctly specified 
forecasting models is to use them in terms of non-expected outcomes (Verrecchia, 1993). 
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In particular, when considering data up to and including 2020, the automatic model 
specification identifies an LS-type outlier (Figure 4A), which results in forecasts  with a 
level shift that over time underestimate the cyclical trend component of female 
employment. On the contrary, forecasts based solely on pre-COVID data (Figure 4B) 
reject the structural change hypothesis in favour of TC (Temporary Change) outliers. 
Confirmation of this result can also be obtained by specifying ex-ante LS-type outliers 
versus TC-type outliers, even when considering data from the pandemic year. In this 
case, the automatically identified outliers (Figure 3B) were specified, if significant, as 
additive outliers (AO), i.e., outliers whose duration is limited to a period defined by the 
following expression AO𝑡 =    {   0   𝑡 ≠ 𝑡𝑜   1   𝑡 = 𝑡𝑜          (1) 

and, in addition, in the period immediately following, a level shift outlier  was 
alternatively specified (Figure 4C), i.e., whose duration spans the entire period, including 
and following the event, with uniform intensity LS𝑡 =    {   0   𝑡 ≥ 𝑡𝑜−1   𝑡 < 𝑡𝑜  ,        (2) 

and of the temporary change type (Figure 4D), i.e., whose duration spans the entire 
period, including and following the event, but with intensity halved in each successive 
period TC𝑡 =    {  12(𝑡+𝑖 − 𝑡0)   𝑡 ≥ 𝑡𝑜   (𝑐𝑜𝑛 𝑖 =  0,   1,   2,   ...)          0           𝑡 < 𝑡𝑜 .     (3) 

The forecasts confirm the previously obtained results, therefore, the analyses show 
that COVID had a temporary, rather than structural, effect on female employment. These 
dynamics can be summarized (Figure 5A and 5B). 

Figure 3 – Female employment, trend cycle component and outliers, Italy 2004-2023. 

A. quarterly data 

 
 

B. monthly data 

 

 
 

Notes: Based on our elaborations (SAS X11) on Istat Labour Force Survey data. 
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Figure 4 – Female employment, automatic selection model and forecasts, Italy.  

A. Quarterly data 2004-2020 and forecast 2021-2026 

 
Notes: LS 2020Q2, logarithmic transformation, 

SARIMA(0,1,1)(0,1,1). 

B. Quarterly data 2004-2019 and forecast 2021-2025 

 
Notes: logarithmic transformation. 

SARIMA(0,1,1)(0,1,1). 
  

C. Quarterly data 2004-2020 and forecast 2021-2026 

 
 

Notes: Ex-ante outliers specification (AO: 2020Q1 

not significant): AO: 2020Q2, 2020Q3, LS: 2020Q4. 

Logarithmic transformation. SARIMA(0,1,0)(0,1,1). 

D. Quarterly data 2004-2020 and forecast 2021-2026 

 
 

Notes: Ex-ante outliers specification (AO: 2020Q1 
not significant): AO: 2020Q2, 2020Q3, TC: 2020Q4. 
logarithmic transformation. SARIMA(0,1,0)(0,1,1). 

  
Notes: Based on our elaborations (SAS X13) on Istat Labour Force Survey data. 

 Data      95% confidence interval     ______ Forecasts      _ _ _ _ beginning of forecasts  

 

Figure 5 – Female employment data and forecasts synthesis, Italy, 2004-2023(Q3). 

A. Models with automatic outliers detection: no 
outliers vs LS 2020Q2 

 

B. Models with ex-ante outliers specification: AO: 
2020Q2, 2020Q3, TC: 2020Q4 or LS: 2020Q4 

 
Notes: Based on our elaborations (SAS X13) on Istat Labour Force Survey data.  

 
6. Conclusion 

The pandemic period has acted as a catalyst for the widespread adoption of new 
technologies enabling remote work, the emergence of novel forms of employment, and 
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a significant shift towards flexible working arrangements (Rapanelli, 2023, p. 187). 
Additionally, it has prompted a reevaluation of gender stereotypes (see para. 5, Figure 
2), largely due to the work environment itself—the domestic sphere—(Del Boca et al., 
2020, p. 1013) which has exposed the emperor’s new clothes. From this perspective, the 
decline in employment, which was also observed among the male population during the 
pandemic (ISTAT, 2021, p. 12), coupled with the lockdown periods that not only 
affected parents but also children and young people—who were engaged in distance 
learning and required, especially at younger ages, parental support— may have shed 
light on and raised awareness of the unequal distribution of domestic and caregiving 
responsibilities (Rapanelli, 2023, p. 196). The Istat findings and the analysis presented 
(para. 4) highlight how stereotypes may be far from disappearing. The disruptive impact 
of the pandemic, along with the subsequent lockdown, has contributed to a more accurate 
understanding of the unequal (para. 5, figure 2) and generally unjustified distribution of 
domestic and family responsibilities. However, the long-term effects of this shift should 
be assessed over time. Furthermore, new employment opportunities for women appear 
to arise not so much from exogenous events such as COVID (para. 5, figure 5), but from 
the challenges facing contemporary society. The demographic decline and the associated 
challenges regarding the structure and turnover of the active population are examples of 
factors that accelerate the shift away from traditional family roles, driven by the growing 
demand for greater female participation in the labour market (Istat, 2014, p. 1; Poletti, 
2023). From a qualitative perspective, however, the new forms of work introduced by 
COVID could represent both an opportunity and a double-edged sword for women. On 
one hand, they might be encouraged to transition from personal services to corporate 
services (where remote work is more prevalent), leading to a reduction in occupational 
segregation (para. 4). On the other hand, the potential for better work-life balance could 
reinforce their attachment to the 'pole' of domestic responsibilities (Rapanelli, 2023, p. 
195). Some limitations must be considered when interpreting the results of the present 
study. Indeed, although the comparison of the levels of sharing of stereotypes provides 
interesting insights (para. 5, figure 2), please note that the data for 2023 remain 
provisional. Future official data will allow further development of the study. 
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TIMING OF PARENTHOOD AND CHILDREN’S EDUCATIONAL 
OUTCOMES: A NEW APPROACH FOCUSING ON EDUCATION 

AS A POSITIONAL GOOD  
 

Alessandra Trimarchi 
 
 

 
Abstract. As the timing of parenthood is steadily increasing in many Western countries, 
scholars have been interested in the consequences of later motherhood on children’s 
educational outcomes. Previous studies have shown that, in several contexts, the effect of 
maternal age on children’s education is positive. The mechanisms behind this positive effect, 
however, are unclear, since both the availability of higher socio-economic resources of older 
mothers and positive period trends in education may explain the gradient. In this study, I 
argue that to clarify the association between maternal age and children’s education, it is 
important to consider a relative measure of children’s education, focusing on education as a 
positional good. By means of the French survey Formation et Qualification Professionnelle 

(FQP) 2014-2015, and a siblings fixed-effects design, I estimate the effect of maternal age 
on children’s level of education measured in absolute (highest level of education attained) 
and relative (highest level attained relatively to others in the same age group) terms. Results 
show that, also in France, maternal age is positively associated with children’s – absolute – 
level of education. Still, the positive gradient disappears when children’s education is 
measured in relative terms. These findings support the argument according to which the 
positive gradient in children’s education by maternal age is substantially driven by 
educational expansion.  

 
1. Introduction 

Parents’ socio-economic characteristics are considered important determinants of 
the level of education that an individual attains, contributing to an increase in 
educational inequalities (Breen and Müller 2020). Differential demographic 
behaviour by socio-economic characteristics is at the roots of the reproduction of 
educational inequalities (Breen et al. 2019; Choi et al. 2020). The timing of 
parenthood, and maternal age more specifically, received great attention among 
scholars as one of the dimensions affecting children’s education. As timing of 
motherhood continues to rise, concerns about its effects on children’s educational 
outcomes have been increasing too (Myrskylä et al. 2017; Grätz and Wiborg 2024).  

Most research shows a positive effect of maternal age on children’s education, 
which is in contrast with explanations related to biological mechanisms such as 
reproductive ageing. Reproductive ageing would imply a negative effect of maternal 



92 Volume LXXIX n.2 Aprile-Giugno 2025 

 
age on child education because of the risks related to preterm births, lower birth 
weight, or risks in cognitive disabilities (Cohen 2014). Instead, there exist several 
reasons maternal age may be positively associated with children’s level of education.  

First, younger mothers tend to have lower human capital contrary to older 
mothers, who might have accumulated socio-economic resources and life 
experiences useful at parenting (Kalmijn and Kraaykamp 2005; Powell et al. 2006; 
Fishman and Min 2018). Next, using Swedish data and a siblings fixed-effects 
design, Barclay and Myrskylä (2016a) showed that advanced maternal age could be 
beneficial for children’s education because of benefits derived from positive period 
trends in educational expansion. A later born may be more likely to obtain a tertiary 
level of education due to enhancements in access to higher education.  

To account for period trends, Barclay and Myrskylä (2016a) included the year of 
birth of the child as a control variable in the siblings fixed-effects model. This 
approach has been criticized though. The reason is that maternal age and children’s 
year of birth are linearly dependent in the siblings fixed-effects model, hence it is 
not possible to identify the effect of one or the other (Keiding and Andersen 2016; 
Kravdal 2019). Thus, while the siblings fixed-effects model is the ideal technique to 
account for socio-economic resources of the family where children grow up, it could 
be less efficient in testing mechanisms relating to period trends. A possible 
alternative would be to apply a multilevel-multiprocess model of mothers’ fertility 
and children’s education (Kravdal 2019), which, however, remains demanding in 
terms of data availability.  

In this study, I argue that to analyse the association between maternal age and 
children’s educational level, considering period effects, it is important to use the 
siblings fixed-effects model in combination with alternative measures of children’s 
education. None of previous studies focused on measuring education in relative 
terms, i.e., interpreting education as a positional good (Hirsch 1976). This implies 
that the value of an individual’s level of education depends on the level of attainment 
of others in the same age group. This is an important gap, especially when examining 
the link between maternal age and children’s educational outcomes.  

I fill this gap by testing the effect of maternal age on children’s educational level 
measured in absolute and relative terms, applying a paired siblings fixed-effects 
model to French data from the survey Formation et Qualification Professionnelle 

(FQP) 2014-2015. Results show that, also in France, maternal age is positively 
associated with children’s – absolute – level of education. Still, the positive gradient 
disappears when children’s education is measured in relative terms. 
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2. On the link between maternal age and children’s educational attainment 

2.1. Previous findings  

Previous studies on the effect of maternal age on children’s educational 
attainment showed a positive effect in the Netherlands (Kalmijn and Kraaykamp 
2005), and in Sweden (Barclay and Myrskylä 2016a). Both studies applied a siblings 
fixed-effects model. This model accounts for family unobserved characteristics, 
shared by the siblings, that are assumed to be constant over time.  

Moreover, these studies were the solely accounting for period trends. The Dutch 
study included in the model the proportion of tertiary educated of a birth cohort. 
However, the inclusion of this variable did not lead to any conclusive result because 
of an overcontrol bias, given that the within-family variation is substantially driven 
by siblings’ timing in enrolment (Grätz and Wiborg 2024). The Swedish study has 
been also criticized because of the issue of linear dependencies between independent 
variables (Kravdal 2019). In sum, in both studies, it was not possible to disentangle 
the effect of maternal age from periods trends. 

Several other studies have found a positive effect of maternal age on children’s 
outcomes (Powell et al. 2006; Cantalini et al. 2020; Grätz and Wiborg 2024), while 
a study also found a nonlinear relationship (Fishman and Min 2018), showing a 
disadvantage for children of teenagers and very old mothers. Still, the level of 
analysis remained mainly descriptive since unobserved confounders, and models’ 
specification issues may have contributed to alter the estimates. 
 

2.2. Research question and hypotheses 

Do children born to older mothers have a real educational advantage net of other 
mother-related characteristics? In line with previous findings, it is expected that also 
in France children born to older parents are more likely to attain a high level of 
education relative to children born to younger parents. I formulate the first 
hypothesis, according to which there is a positive gradient in children’s educational 
level by maternal age, when education is measured in absolute terms (H1). 

The positive effect, however, could disappear when we consider education as a 
positional good, i.e., when the value of an individual’s education depends on the 
level of education that other individuals of the same age acquire. Over time, due to 
educational expansion, more and more graduated individuals have easier access to 
tertiary education, and the educational distribution across children’s birth-cohorts 
changes. Thus, the positive gradient in children’s educational attainment by maternal 
age could be substantially driven by positive trends in educational expansion. 
Therefore, according to the second hypothesis, it is expected that when measuring 
children’s education in relative terms, to account for positive period trends, the 
positive gradient by maternal age disappears or flattens (H2). 
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3. Data and methods 

3.1. Sample selection 

To test these hypotheses, I use data from the French survey Formation et 

Qualification Professionnelle (FQP) 2014-2015 ((FQP), INSEE, 2015). The survey 
took place from April 2014 to December 2015 with a sample of 26,861 people born 
between 1950-1992.  The survey deals with topics related to social mobility, school 
to work transition, the relationship between education, occupation, and income. 
Beyond information about the mother and the father, respondents were requested to 
answer questions about a sibling, who, during the interview, was randomly chosen 
among all siblings (if any). 

The sample is constituted by respondents with at least one sibling, respondents 
without siblings (N = 2,690), or with missing information about sibling’s year of 
birth (N=174) or sibling’s educational level (N=2,224) were excluded from the 
analysis. It is more likely that by 25 years old, individuals have reached their final 
educational attainment, hence, if respondents (or their sibling) were younger than 25 
years old at the time of the survey, they were excluded (N = 2,441). Respondents 
with missing information about mother’s year of birth (N = 893) were also dropped 
from the analysis. Respondents were dropped from the analysis if there were any 
inconsistencies between the age of the mother and that of the children (N = 14), or 
between siblings’ ages (N = 12), or in case the mother was younger than 15 years 
old at birth (N = 208), or older than 50 years old (N = 15). Overall, the sample totalled 
of 18,190 pairs of siblings, i.e., 36,380 units of analysis, born between 1927-1990. 

The main outcome variable is the highest level of education reached at the time 
of survey by the respondent and the respondent’s sibling. The absolute level of 
education is operationalized in six values, in terms of the International Standard 
Classification of Education (ISCED) from 2011: (1) individuals without a degree or 
with primary studies only; (2) individuals who completed the lower-secondary level; 
(3) individuals who obtained a high school diploma, i.e., upper-secondary level; (4) 
individuals who obtained a diploma with two more years after finishing the upper-
secondary level; (5) lower-tertiary level graduates, i.e., those who attained a bachelor 
degree; (6) individuals who completed a master or a higher degree. Then, a 
dichotomous variable indicating whether the individual obtained at least a lower-
tertiary degree has been created. 

Besides measuring the highest level of education in absolute terms, I have also 
used a relative measure, which accounts for educational expansion across cohorts 
(Bukodi and Goldthorpe 2016; Triventi et al. 2016). There is not only one - best - 
way of constructing a relative measure, since it depends on the data, the research 
question, and the analytical method applied (Bukodi and Goldthorpe 2016). In line 
with previous work, I have re-operationalized the absolute variable using quartiles, 
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namely collapsing the categories of the variable based on changes across cohorts, 
according to the proportions of cohort members holding a certain degree. Hence, the 
new variable consists of four values (‘1’ is the lowest quartile, ‘4’ is the highest 
quartile, defined by birth cohort). Then, I have constructed a dichotomous variable 
indicating whether the individual is in the highest quartile or not. Note that birth-
cohorts refer to categories of multiple years (below 1949; 1950-1959; 1960-1969; 
1970-1979; 1980-1990)1. 

The main covariate of interest is maternal age at birth of the respondent and the 
respondent’s sibling, and it is operationalized in six categories (15-19; 20-24; 25-29; 
30-34; 35-39; 40+) to account for nonlinearities. I have also included siblings’ sex 
and birth order as control variables, since both variables have been shown to be 
relevant in analysing children’s educational outcomes (Barclay and Myrskylä 
2016a). Table 1 summarizes the distribution of outcome variables and covariates in 
the sample considered. 

Table 1 - Description of the variables in the sample considered. 

Outcome Variables N % 
Absolute Educational Level 

  

Did not obtain a tertiary degree 29309 80,6 
Obtained a tertiary degree 7071 19,4 

Relative Educational Level 
  

Not in the highest education quartile 30033 82,6 
Highest education quartile 6347 17,4 

Independent Variables 
  

Maternal age at birth 
  

15-19 2212 6,1 
20-24 11272 31,0 
25-29 12295 33,8 
30-34 6877 18,9 
35-39 2862 7,9 
40+ 862 2,4 

Sex 
  

Male 17870 49,1 
Female 18510 50,9 

Birth order 
  

First born 11954 32,9 
Second or higher order 24426 67,1 

Total 36380 100 
Notes: Own elaboration on FQP 2014-2015 data, N paired siblings = 18190. 

 

                                                 
1 Conclusions remain the same when using single birth-years (results available upon request). 
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3.2. Analytical strategy 

I have applied a paired siblings fixed-effects design, which allows to compare 
siblings within the same family to each other, taking into account all unobserved 
family related variables that are constant over time. This approach permits to 
estimate the effect of maternal age at birth on children’s educational attainment, net 
of unobserved family characteristics. Using the binary variable as outcome, I apply 
a linear probability model (LPM) with fixed-effects, formally, it can be written:  𝑌𝑖𝑗 = 𝛼 + 𝛽𝑋𝑖𝑗 + 𝑈𝑖 + 𝑒𝑖𝑗 𝑌𝑖𝑗 corresponds to the best ordinary least squares (OLS) estimate for �̂�(𝑌𝑖𝑗 = 1), 
the probability of acquiring the highest educational level for sibling j of mother i, 𝑋𝑖𝑗 relate to covariates whose values change across siblings, 𝑈𝑖 represents normally 
distributed systematic differences between families/mothers, 𝑈𝑖~ 𝑁(0,  𝜎𝑢2), 𝑒𝑖𝑗 
corresponds to the normally distributed within-siblings error of jth order for the ith 
mother 𝑒𝑖𝑗~ 𝑁(0,  𝜎𝑒2).  

While with binary dependent variables, the logit model could be preferrable, 
recently, researchers have acknowledged that the application of a LPM could be a 
better analytical strategy facilitating the interpretation of results, and the comparison 
of models (Mood 2010; Timoneda 2021). Nevertheless, I have also estimated a logit 
fixed-effects model, and the conclusions remain substantially the same to those 
reported here (results available upon request). 
 
4. Results 

This section describes results obtained for the two outcomes. In the first model, 
the outcome variable is the probability of reaching a tertiary degree, thus it focuses 
on children’s educational attainment in absolute terms. The second model, instead, 
focuses on children’s educational attainment in relative terms, and the outcome is 
the probability to be in the highest quartile of the educational distribution relative to 
the individual’s birth-cohort group. By using a fixed-effects design, the effect of 
maternal age is not biased by other - measured or unmeasured - background factors. 

Figure 1 shows the effect of maternal age at the birth of the child for each model. 
In line with the first hypothesis (H1), according to which there is a positive gradient 
in children’s educational level by maternal age, when education is measured in 
absolute terms; I have found that children born to mothers who are younger than 25 
years old at birth are less likely to acquire a tertiary degree relatively to children born 
to mothers who are 25-29 years old at birth (the reference category). Additionally, 
children born to mothers who are older than 29 years old at birth are more likely to 
acquire a tertiary degree relatively to children in the reference category. 
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This result for the French context is also in line with what has been found earlier 

in other contexts. The effect of mother’s socio-economic background is ruled out 
because of the siblings fixed-effect design. Consequently, the positive association 
found can be explained by positive trends in educational expansion. Later born are 
more likely to acquire a tertiary degree because they can benefit from educational 
expansion processes. 

Figure 1  Effect of maternal age on the probability to acquire a tertiary degree (black 

estimates), and the probability to be in the highest quartile of the educational 

distribution relatively by birth cohort (red estimates). The reference category 

are children born to mothers aged 25-29 years old at the birth of the child.  

 
Notes: Own elaborations on FQP 2014-2015 data, error bars indicate 95% confidence intervals. Models control 

for sex, birth order, and family fixed effects. 

While it is not possible to test this mechanism by including children’s year of 
birth in the model, which would be collinear with mother’s age at birth in the sibling 
fixed-effects design (Barclay and Myrskylä 2016b), it is possible to analyse the effect 
of maternal age at birth on children’s education measured in relative terms. This 
approach will account for the fact that over time the proportion of tertiary graduates 
tends to increase.  

Results showed that, in line with the second hypothesis (H2), the positive gradient 
in children’s education by maternal age substantially disappears. Children born to 
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teenager mothers, and to mothers who are 35-39 years old at birth are less likely to 
be in the highest level of the educational distribution, relative to children born to 
mothers who are 25-29 years old at birth. Hence, the effect of maternal age turns out 
to be curvilinear (inverse U-shaped), but mostly not statically significant. 

Table 2  Full models results for the outcome of absolute education (left panel), and relative 

education (right panel).  

  Absolute Education Relative Education 

  Coef. 95% Confidence Interval Coef. 95% Confidence Interval 
Female (Ref. Male) 0,01 -0,002 0,017 0,01 0,002 0,021 
Second or higher order 
(Ref. First born) -0,03 -0,039 -0,017 -0,04 -0,054 -0,031 

_cons 0,21 0,199 0,223 0,20 0,193 0,217 
sigma_u 0,33     0,31     
sigma_e 0,31   0,31   
rho 0,52     0,49     

Notes: Own elaborations on FQP 2014-2015 data. 

 

Table 2 shows full model results for the remaining covariates. In line with 
previous findings, females are more likely than males to acquire a higher level of 
education in both absolute and relative terms, even if the sex of the sibling it is not 
statically significant in the model of absolute education. Next, in line with the 
literature, results show that first born children are more likely to acquire a higher 
level of education rather than second or higher order children.  

Moreover, Table 2 shows the “rho” parameter, which is known as the intraclass 
correlation, and it indicates the proportion of the variance which is due to 𝑈𝑖, the 
difference across mothers. This is about 52% in the model of absolute education, and 
49% in the model of relative education, values which are pretty similar to what has 
been found earlier (Kalmijn and Kraaykamp 2005). 

As robustness checks, I have run stratified models by mother’s educational level. 
The fixed-effects design already accounts for mothers’ socio-economic background, 
in its time-invariant aspects. However, it is plausible that among lower educated 
mothers there is higher variation in siblings’ year of birth than higher educated 
mothers, since the latter tend to have shorter birth intervals (Cigno and Ermisch 
1989; Bartus et al. 2013). Obviously, sample sizes change in the stratified analyses, 
affecting the magnitude of coefficients and confidence intervals, still, the main 
conclusions remain the same to those reported here (see Table A1 in Appendix). 

5.  Conclusions and discussion 

As the timing of parenthood is steadily increasing in many Western countries, 
scholars have been interested in the consequences of later motherhood on children’s 
educational outcomes. Previous studies have shown that, in several contexts, the 
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effect of maternal age on children’s education is positive. The mechanisms behind 
this positive effect, however, are still unclear, since both socio-economic resources 
of mothers and positive period trends in education may explain this gradient.  

In this study, I shed light on the association between maternal age and children’s 
education by applying a paired siblings fixed-effects design on French data. 
Differently from previous studies, however, I also measure children’s educational 
outcomes in relative terms, i.e., interpreting education as a positional good. 
Considering also the relative aspect of education allows to account for positive 
period trends in education and, as a result, it helps clarifying the association between 
maternal age and children’s educational outcomes.   

In line with H1, I have found that there is a positive educational gradient in 
children’s education by maternal age also in the French context. This gradient cannot 
be linked to family characteristics of the siblings (e.g., mother’s educational level, 
family size, etc.), which are time-invariant, and are addressed by the fixed-effects 
design.  Thus, the most plausible explanation is that this positive gradient is related 
to time trends in educational expansion.  

In line with H2, when children’s education is measured in relative terms, the 
positive gradient by maternal age disappears. This occurs because the process of 
educational expansion is taken into account by measuring individuals’ level of 
education in relation to the level that others in the same birth cohort have obtained. 
Overall, these results support the argument that maternal age at birth does not seem 
to have an effect per-se that is independent from positive period trends in education.  

This study also presents a few limitations. For instance, due to data constraints, I 
could not analyse differences across all siblings in a family, given that the survey 
gathers information only on one sibling randomly chosen during the interview 
(INSEE 2015). Moreover, the level of education and the year of birth of the 
respondents’ sibling are self-reported by respondents, as a result, measurement error 
could be higher than studies which rely on siblings’ population register data (e.g., 
Barclay and Myrskylä 2016a). Still, the fact that the choice of the sibling is random 
prevents from biases derived by selecting a preferred sibling, which would be closer 
to the respondent in terms of age.  

Next, the siblings fixed-effects design allows to control only for time-invariant 
unobserved family characteristics. While this is a great added value relatively to 
previous studies, the lack of time-varying information about household income and 
socioeconomic resources of the mother could somewhat affect the estimates. Still, 
additional stratified analyses by mother’s education led to the same conclusions as 
those presented here. 

Moreover, this innovative approach that combines a paired siblings fixed-effects 
design with a relative measure of education could be limited to fully account for the 
role of long-term trends in educational expansion, because the typical age-gap 
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between siblings is relatively small. Even so, results consistently show the 
importance of considering education as a positional good. 

Overall, this study has contributed theoretically and methodologically to previous 
literature on the effect of maternal age on children’s educational attainment. Previous 
studies have mentioned the role of educational expansion as possible mechanism for 
the positive effect of maternal age, ruling out the effect of measured and unmeasured 
family characteristics by also using a fixed-effects design. Still, none of previous 
studies has properly empirically tested the role of changes over time in the 
educational distribution.  

This study showed that relative education matters. Period trends such as 
educational expansion may have unclear outcomes for children born to older 
mothers. For instance, if structural conditions are difficult, many qualified 
individuals have to compete on the labour market, thus educational expansion may 
be considered harmful to a later born. Educational expansion, differently from other 
positive period trends (such as medical progress, and related improvements in life 
expectancy), may have more ambiguous effects on children’s outcomes.  

Here, I have highlighted the importance of relative education when testing the 
effect of maternal age on children’s outcomes. Future studies should focus more 
often on education as a positional good to determine the role of demographic 
behaviours in the intergenerational transmission of education. 

 
Appendix 

Robustness checks: Stratified analyses by mothers’ level of education 

Table A1  Effect of maternal age on absolute education (left panel), and relative education 

(right panel), stratified by mothers’ educational level.  
Mothers with at least high-

school diploma (N = 5160) 
Absolute Relative 

Maternal age at birth  
(Ref. 25-29)  

Coef. 
95% Confidence 

Interval 
Coef. 

95% Confidence 
Interval 

15-19 -0,08 -0,14 -0,02 -0,04 -0,10 0,02 
20-24 -0,02 -0,05 0,01 -0,01 -0,04 0,02 
30-34 0,01 -0,02 0,04 -0,03 -0,06 0,00 
35-39 0,08 0,02 0,14 -0,02 -0,08 0,03 
40+ 0,10 -0,01 0,21 -0,06 -0,17 0,05 
Mothers with a lower-

secondary degree (N = 4894) 
Coef. 

95% Confidence 
Interval 

Coef. 
95% Confidence 

Interval 
15-19 -0,04 -0,08 0,01 -0,01 -0,06 0,03 
20-24 -0,01 -0,03 0,02 0,00 -0,03 0,02 
30-34 0,03 0,01 0,06 0,01 -0,02 0,04 
35-39 0,04 0,00 0,08 -0,02 -0,06 0,02 
40+ 0,04 -0,03 0,10 -0,02 -0,10 0,05 
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Table A1 (cont.) – Effect of maternal age on absolute education (left panel), and relative 

education (right panel), stratified by mothers’ educational level. 
Mothers with no degree or a 

primary level (N = 5953) 
Coef. 

95% Confidence 
Interval 

Coef. 
95% Confidence 

Interval 
15-19 -0,01 -0,05 0,02 -0,01 -0,05 0,02 
20-24 -0,02 -0,03 0,00 0,00 -0,02 0,02 
30-34 0,01 -0,01 0,03 -0,01 -0,03 0,01 
35-39 0,00 -0,03 0,02 -0,02 -0,05 0,00 
40+ 0,05 0,01 0,08 0,01 -0,02 0,05 

Notes: Own elaborations on FQP 2014-2015 data. 
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DETERMINANTS OF STUDENTS’ PROFICIENCY:  
SCHOOL FEATURES AND PERSONAL CHARACTERISTICS  

VS SES IN KOSOVO 
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Abstract. This study tests whether the school context and students’ personal characteristics 
improve male and female students’ proficiency irrespective of the effects of families’ 
socioeconomic inequalities. The object of the investigation is a country presenting relatively 
poor educational results: Kosovo.  

The study used the PISA 2022 dataset and focused on the math scores of female and male 
Kosovo students. The statistical analyses employed balanced repeated replication regression 
models by students’ gender.  

The results show that SES is a significant but not unmitigated determinant of the students’ 
proficiency. School features affect the students’ scores, while students’ personal features 
have an even larger impact on them. Girls’ math scores are equivalent to boys’ – which is 
uncommon – but are differently affected by the proficiency determinants. 

These findings suggest that school features and personal traits change students’ 
proficiency even when pupils, on average, come from a context negatively affecting their 
capabilities and present relatively low proficiency. Moreover, averagely lower 
socioeconomic conditions and the probable persistence of traditional gender roles are not 
synonymous with the gender gap in proficiency. Still, girls and boys are different in how they 
respond to proficiency factors, and therefore gender-specific policies are advisable to 
improve their proficiency.  

 
1. Introduction  

The Programme for International Student Assessment (PISA) is an OECD survey 
designed to assess worldwide education systems. PISA evaluates how well 15-year-
old students can use their reading, mathematics, and science knowledge to tackle 
real-world problems. The 2022 survey (the most recent one) included 80 countries. 
For each student, PISA recorded more than one thousand variables measuring his/her 
proficiency, personal opinions and attitudes, and family socioeconomic 
characteristics. Moreover, PISA collected two other datasets containing hundreds of 
variables: one about the schools’ features and the other about teachers’ qualities, 
opinions, and attitudes.  

Since the first PISA survey in 2000, numerous studies have tried to predict 
students’ proficiency scores using micro and macro determinants. Scholars have 
particularly focused on three domains: the student’s socioeconomic status (hereafter 
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SES), the school features and teachers’ qualifications and attitudes, and the student’s 
personal characteristics. 

In the present study, we intend to test the impact of determinants belonging to the 
said three domains on the student’s proficiency in a country whose students scored 
relatively low in the PISA 2022 survey: Kosovo. There has been a high interest in 
countries presenting poor proficiency results (Okpala, Okpala and Smith, 2010; 
Woldemichael, Semela and Tulu, 2023). Indeed, identifying the factors associated 
with lower educational results is crucial to reducing international inequalities in 
knowledge and development. Besides, comparing SES determinants of proficiency 
to other factors would be potentially more constructive when the country under 
investigation is a relatively poor one, such as Kosovo, which has the lowest per 
capita GDP in Europe (in 2024, 16.7K). Indeed, it would be essential to investigate 
whether, in less developed countries, non-material proficiency factors 
counterbalance the effects of an averagely unfavourable SES. 

Moreover, it would be stimulating to check the impact of gender on proficiency 
in an adverse socioeconomic context. All over the world, girls perform, on average, 
better than boys in reading but worse in math and science, the branches of learning 
leading to better-paid and prestigious jobs. We expect a substantial gender gap in 
educational outcomes in less developed societies, owing to the persistence of 
traditional gender roles. There is, indeed, an inverse cross-country association 
between GDPs per capita in PPP and the gender gaps in math (Anghel, Rodríguez-
Planas and Sanz‐de‐Galdeano, 2020). However, this association evaporates when we 
consider only non-OECD countries. PISA 2022 data show that none of the few 
countries presenting neatly higher math scores for girls belongs to the group of most 
advanced countries. In addition, regardless of the gender gap in proficiency, it would 
be worth investigating other potential dissimilarities revolving around gender, such 
as the different impacts that the same factors could have on girls’ and boys’ scores. 

 
2. Review of the literature and present study’s hypotheses 

Current literature has shown great interest in the students’ SES. Cross-country, a 
close correlation (r = 0.73) exists between average GDP per capita and students’ 
average proficiency (World Bank, 2023). However, the correlation for the lowest 
GDP tertile countries is weaker than that for the highest tertile countries: r = 0.21 vs 
0.32. The relationship between students’ SES and proficiency is also positive at the 
micro level. For all the students in PISA 2022, we found a correlation of 0.48 
between SES and math. The correlation is distinctly weaker for the students in the 
group of countries with lower socioeconomic conditions, although in these countries, 
the students’ SES relative standard deviation is – as expected – higher. This suggests 
that, in underprivileged countries, the relationship between SES and proficiency is 
not only weaker but also less affected by inequalities in SES. 
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As a trend, a higher SES would entail more expenditures in goods and 

opportunities capable of increasing the children’s human capital. This, in turn, would 
favour better educational results (Okpala, Okpala and Smith, 2010). In a higher SES 
house, there would be more traditional cultural goods, such as newspapers, 
magazines and books, and more new tools, such as Internet access, computers, and 
cell phones: tools that tend to increase students’ performances (Schleicher, 2023: 
34). High-SES students would also benefit from the opportunities created by their 
parents’ expenditures on non-material goods: expenditures on their children’s 
learning and skills, such as private tutoring, better schools etc. Besides, higher SES 
usually entails a higher level of parental involvement in their children’s studies as 
well as attitudes that encourage children to pursue higher educational achievements. 
In turn, students from low-income families would be negatively affected not only by 
their inadequate learning environments at home but also by the pressure to contribute 
to household income (Post and Pong, 2009; Cooper and Miralay, 2022). 

Ultimately, literature has ascribed the impact of the family’s SES on the student’s 
proficiency to various specific factors. Moreover, no consensus has emerged about 
how to measure the various elements underlying the SES acronym: social class, 
poverty, affluence, power, and culture (Pokropek, Borgonovi and Jakubowski, 
2015). Numerous variables (from income to possessions, education, occupation and 
attitudes) and also various combinations of variables have been used for this purpose. 
For instance, PISA 2022 used a composite index (ESCS) derived from three 
indicators: parents’ education, parents’ occupational status and home possessions.  

Secondly, the student’s proficiency is associated with his/her experiences at 
school. Teacher-related factors – such as staff shortages, teacher absenteeism, 
teachers’ qualifications, commitment, and attitudes – would impact the student’s 
learning (Ammermüller, 2004). The same would occur with schools’ characteristics, 
such as rural/urban, private/public, their availability of libraries and other material 
resources, and their strictness (Shukakidze, 2013). The substandard level of school 
infrastructures and teachers’ working conditions and salaries seems to have affected 
Kosovari students’ proficiency (Lutfiu and Hoxha, 2024). Moreover, the school’s 
social environment would also affect the student’s proficiency: the school’s social 
context generates interactions that, in turn, shape the student’s perception of self and 
sense of belonging. For instance, facts such as being bullied negatively influence 
students’ proficiency (Schleicher, 2023).  

In lower-income countries, school-related factors are expected to have a deeper 
impact on students’ proficiency. In wealthier countries, students can benefit from 
educational materials and a good learning environment at home, as well as from 
private tutoring. In poorer countries, instead, school is the primary source of the 
student’s learning opportunities (Shukakidze, 2013). Ultimately, the chances of 
educational success for students from an underprivileged background often depend 
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on a good teacher and a good school. However, one should consider that a school’s 
quality is not independent of the student’s SES. As we already remarked, higher-
SES families tend to cherry-pick their children’s schools. Therefore, an analysis of 
proficiency based on the school’s and teachers’ qualities would miss the indirect 
influence of the student’s SES.  

Thirdly, students’ personal features cannot but influence their school 
performances. Non-cognitive attributes, namely skills and characteristics concerning 
the student’s attitudinal, behavioural, emotional, and motivational dispositions, seem 
particularly momentous. Hattie (2009) found that “engagement and motivation”, 
“self-concept”, and “anxiety” were the most relevant ones. In turn, other scholars 
emphasised the relevance of “performance self-efficacy”, e.g. the perception of one’s 
performance capability, in predicting educational scores (Lee and Stankov, 2018). 
Other individual factors can influence proficiency. For instance, student labour can 
negatively impact educational scores (Post and Pong, 2009). 

Given all of this, we advance the following hypotheses: 
H1. Even within a country with an averagely low proficiency, there is substantial 

variance in the students’ scores: the precondition for further investigations.  
H2. In such a country, it is possible to identify a relationship between the family’s 

SES and the student’s proficiency, but other factors also correlate with proficiency. 
H3. School-related factors and the student’s personal characteristics affect 

proficiency, acting as forces partially independent of SES. 
H4. SES, school-related factors, and the student’s personal characteristics can 

affect the proficiencies of girls and boys differently. 
 

3. Methods 

The present study is based on the PISA 2022 data (OECD, 2023) and, in 
particular, the Kosovo students’ sample. We preliminarily merged the Student 
Questionnaire with the School and the Teacher Questionnaires. Kosovari students’ 
proficiency has been our response variable. We focused on the scores in 
mathematics, the field of knowledge particularly apt to pass through cross-country 
differences in culture and language. For each student, PISA provides not a single 
score but ten plausible values as well as weights. To conduct statistical analyses on 
PISA proficiency data, it is therefore necessary to use specific procedures, as shown 
by the notation (1) for our main regression models: 𝑦𝑖  =  𝛽0 + 𝛽1𝑥 𝑖  + 𝜀𝑖 [𝑓𝑤(𝑤𝑖), 𝑟𝑤(𝑤1,𝑖, … , 𝑤𝑛𝑡ℎ,𝑖), 𝑣𝑐𝑒(𝑏𝑟𝑟𝑖), 𝑓𝑎𝑦(0.5)]   (1) 

where y = plausible values for student i; x = explanatory variable; 𝜀 = error; fw = 
final survey weight incorporating any student-level trimming; rw = replicated 
weights (N = 80) for the balanced repeated replication (BRR) procedure taking into 
account sampling and non-response errors; vce = variance estimator for the said 
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procedure; fay = Fay’s adjustment that perturbs the replicated weights by a specific 
per cent. The final results are the mean of the regressions of the ten plausible values. 
To conduct our analysis, we used the repest and pisatools applications for Stata.  

As for the explanatory variables, we had to make a strict selection, owing to the 
vast number of measures concerning students’ familial and personal characteristics, 
schools’ features, and teachers’ qualifications and attitudes. Firstly, we excluded all 
the variables without enough valid observations. We set the minimum threshold at 
3500 valid observations, considering that we had to split the dataset into two parts, 
one for female students and the other for male students, and that using multiple 
variables in the regression models would inevitably multiply the final number of 
row-wise missing observations. Then, we excluded the redundant variables. After 
that, we checked the summary statistics to ascertain central tendencies and variances. 
Finally, we used a backward stepwise estimation procedure to filter the variables. 

Literature on the determinants of proficiency has usually focused on a specific 
domain (e.g. the student’s SES, or schools’ and teachers’ characteristics). 
Alternatively, it has analysed the effect on proficiency jointly made by determinants 
belonging to various domains. In the present study, we intend to follow a different 
method. Firstly, we will measure the effect of the family’s SES on the student’s 
proficiency. Then, we will analyse the impact of factors belonging to the school 
domain and to the student’s personal characteristics. However, we know that the 
quality of the school is not independent of the student’s SES, and there are links 
between the students’ features (e.g. time for studying) and their familial background. 
Therefore, to avoid underestimating the direct and indirect effects of SES on 
proficiency, we will analyse the impact of the school and the student’s personal 
characteristics on the proficiency variance unexplained by familial background. By 
doing this, we expect it would be possible to measure the impacts of the school and 
student’s characteristics at parity of family and socioeconomic determinants.  

 

4. Results 

In the PISA 2022 tests, Kosovo’s students obtained rather analogous scores in 
mathematics, reading, and science. Concurrently, those scores were markedly lower 
than the average scores registered for all the world countries, the European countries 
and even the Balkan countries (Figure 1).  

Figure 1 also shows that the Kosovari girls’ scores in reading were neatly higher 
than boys’, which is in tune with the trend in the world’s countries. Kosovo’s girls 
also scored better than boys in science, while, on average, in the world, girls’ scores 
are slightly lower than boys’. The gap in math between Kosovo’s boys and girls, in 
turn, was almost non-existent, in contrast with what occurs elsewhere. Figure 2 
shows two other facts. The math ten plausible values distributions follow the same 
pattern, not too dissimilar from a normal distribution. Therefore, Kosovari students’ 
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math scores were widely different: their coefficient of variation (σ/µ) is 0.18, not 
much lower than all Europe’s, which is 0.20. In conclusion, nothing hinders a 
statistical analysis of these distributions to identify the determinants of the variance 
in the students’ scores. Concurrently, the girls’ and boys’ distributions of scores are 
not the same. While kurtosis is similar (3.1 vs 3.3), boys’ scores show a greater 
positive skewness (0.52 vs 0.29). This gap is also found in other countries where, 
however, on average, it is smaller. 

 
Figure 1 –  Kosovari boys’ and girls’ average proficiency scores compared to some world 

regions’. 

 

Figure 2 – Kernel density estimates of Kosovari students’ math plausible values. 

    
                              Girls            Boys 
Note: kernel = Epanechnikov; weighted values 
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Figure 3 –  Balanced repeated replication regression by gender of Kosovari students’ math 

scores on their families’ socioeconomic determinants. 

 
Note: Girls N = 1706, R2 = 0.14; Boys N = 1389, R2 = 0.12; All students N = 3095, R2 = 0.12 

 
Figure 4 – Balanced repeated replication regression by gender of the residuals of Kosovari 

students’ math scores (from Figure 3 regression) on school determinants. 

 
Note: Girls N = 1141, R2 = 0.08; Boys N = 829, R2 = 0.13; All students N = 1970, R2 = 0.09 

Figure 3 shows the results of the analysis of the socioeconomic determinants of 
Kosovari students’ proficiency. All the seven explanatory variables directly correlate 
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with the math scores and are significant when considering girls and boys together. 
The father’s occupational status is less impactful than the mother’s. The impact of 
“home possessions” is particularly large in the case of girls. The models explain 12% 
to 14% of the proficiency variance. 

Figure 4 shows the regressions by gender of the residuals of students’ math scores 
(from the previous regression of Figure 3) on school determinants. The degree of 
urbanisation, the disciplinary climate in mathematics, the extra activities at school, 
and the teachers’ education directly impact the students’ proficiency. The same 
occurs with class size, which directly correlates with urbanisation. Instead, being 
bullied and the school safety risk are associated with lower scores. When we split 
the sample into two groups, girls and boys, it emerges that school urbanisation is 
significant only for girls, while being bullied significantly reduces only boys’ 
proficiency. School safety risk significantly impacts only girls’ proficiency, while 
being in a public school significantly reduces boys’ proficiency. All in all, the school 
and teachers’ characteristics explain 8% to 13% of the variance in proficiency left 
unaccounted by the SES determinants.  

 
Figure 5 – Balanced repeated replication regression by gender of the residuals of Kosovari 

students’ math scores (from Figure 3 regression) on their personal determinants. 

 
Note: Girls N = 1307, R2 = 0.15; Boys N = 1019, R2 = 0.19; All students N = 2326, R2 = 0.16 

 
Figure 5 shows how the students’ personal features impact the residuals of the 

regression of math scores on the family’s socioeconomic determinants. Math self-
efficacy and the students’ determination to do well in math correlate with higher 
scores. For instance, every increase in the students’ determination to do well in math 
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(4-level variable) averagely adds 14 points to their (residual) math scores. Instead, 
math anxiety negatively affects proficiency scores, and the same occurs with missing 
school for an extended span of time, working for pay and working in the household 
after school. We notice some gender differences: the expected occupational level is 
significant only for boys, while familiarity with math is significant only for girls. 
Besides, the anxiety impact on proficiency is smaller in the case of girls. In turn, 
working for pay only significantly impacts boys’ proficiency. Apropos of this, we 
also found that, in Kosovo, male students work for pay significantly more than 
female students. Kosovari boys also work significantly more than boys in Western 
Europe. All in all, in Kosovo, personal characteristics explain 15% to 19% of the 
variance left unexplained by the socioeconomic determinants.  

 
5. Discussion 

Despite the comparatively low level of proficiency, the sample of Kosovo’s 
students considered by PISA 2022 presents a well-differentiated distribution of their 
math scores. The distribution of the girls’ scores shows a right tail less extended than 
the boys’. This feature is shared, on average, by all the countries but is more marked 
in Kosovo. This means that, among Kosovari girls, the incidence of top scorers is 
smaller.  

As to the role of SES, our results confirm the findings of previous scientific 
literature as to its significant effect on school proficiency. Our regression model 
showed that SES measures explained 12% of the Kosovari students’ variance in math 
scores. This figure is approximately halfway between the figures calculated by PISA 
for all the world countries, where SES accounts for ~5% to ~25% of the national 
variance in math scores. However, the variance explained by our model is two times 
the variance (~6%) explained by the PISA basic index of economic, social and 
cultural status (ESCS) when applied to Kosovo students. 

This gap seems to derive from the determinants selected in the present study. 
While the importance of “home possessions” is evident – and this index is part of 
the wider ESCS index – “a room of your own” would measure the role of a student’s 
sacred space, where one feels safe and comfortable. The specific relevance, among 
home possessions, of “a computer at home” derives from the opportunities for 
learning offered by such a device. Both the mother’s and father’s occupational status 
would measure the impact of class as something only partially overlapping with 
material well-being. However, it is noteworthy that the mother’s occupational status 
emerged as more impactful than the father’s: this confirms the relevance of the 
mother-child relationship for the younger generations’ upbringing. In turn, classical 
literature books at home would gauge the family’s cultural background as distinct 
from material well-being. Finally, “family support” would measure the social capital 
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on which the student can rely at home: something that can be independent of the 
family’s economic status.  

As for gender differences, the most relevant one is the larger impact of “home 
possessions” on the girls’ proficiency. Because “home possessions” per se can 
hardly cause these gender differences, we believe that more copious “possessions” 
mirror non-observed familial socio-cultural factors favouring female education.  

Despite these results, the variance explained by our SES model (12%) clearly 
leaves most of the Kosovari students’ variation in proficiency unexplained. 

The regression models based on the school’s features explained a share of this 
residual variance, from 8% to 13%. The results highlight the relevance of both the 
teaching and the school context for the student’s proficiency. As for teaching, the 
impact of variables such as longer teaching education, “disciplinary climate”, and 
extra activities at school emerged. As for the school context, one can infer its 
importance from the impact of the school’s urbanisation level, the fact of being 
bullied, and the school’s safety risk. These models also detected noteworthy gender 
differences that helped better understand the school’s role. Proficiency elasticity to 
safety risks is higher for girls, suggesting they are more exposed to such risks. Girls’ 
proficiency is also more affected by the school’s urbanisation level: this could be 
ascribed to the fact that the rural context would probably discourage female 
education. Lastly, being bullied is significant only for the boys’ proficiency: this 
outcome draws attention to gender differences in interpersonal relations. 

The regression models revolving around the student’s personal characteristics 
explained a further share (from 15% to 19%) of the variance left unanswered by the 
SES variables. Math scores proved to be particularly elastic to variables concerning 
the student’s self-confidence and commitment to study, such as math self-efficacy 
and determination to do well in math. Instead, working for pay and working in the 
household negatively impacted proficiency. Unsurprisingly, the same occurs with 
anxiety, inversely correlated with self-confidence as measured by math self-efficacy 
(r = −0.34). Anxiety about one’s math proficiency had a larger impact on boys’ 
scores. This conflicts with the fact that, on average, Kosovo’s girls assert a higher 
level of anxiety than boys (0.34 vs 0.13): a difference common to the students of 
most countries. This contradiction suggests that either girls overrate their anxiety or 
this last is intrinsically different from boys’ as to its effect on learning. In turn, girls’ 
expected occupational status is higher than boys’ but is less correlated with their 
determination to do well in math and has a non-significant impact on their 
proficiency, as if girls were less confident of their chances of obtaining a better status 
through better scores.  

Ultimately, this study concerned students from the country with the lowest per 
capita income in Europe. This disadvantaged socioeconomic background seems to 
have affected the Kosovari students’ capabilities, leading to results in proficiency 
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that, on average, are the lowest in Europe. However, we saw that, on an individual 
level, although the SES determinants impacted the students’ proficiency, they left 
most of the proficiency variance unexplained.  

By focusing on this variance unexplained by the SES determinants, this study 
was able to analyse the impact of school-related factors and students’ personal 
characteristics on proficiency, bypassing the problem of the indirect effects of SES 
on proficiency. The regressions showed that schools’ features reduced the amount of 
this unexplained variance, while the students’ personal characteristics had an even 
larger impact on it. These findings attest that – despite a familial socioeconomic 
context that, on average, was unfavourable – school features and personal 
characteristics can change students’ proficiency. The school emerged not only as the 
setting in which the family’s SES is translated into proficiency – as suggested by 
current literature – but also as an institution capable of reworking this translation. 
This finding has important implications for government policies. The role played by 
the student’s personal characteristics, in turn, seems crucial. In converting the 
students’ SES into a personal realisation – as school proficiency is – these 
characteristics emerged from the present study as even more impactful than that SES. 
These findings represent an additional contribution to the current literature also 
because the impacts of school features and students’ personal characteristics were 
calculated on the basis of proficiency values net of family’s socioeconomic status. 

As for the gender issue, the present results show that Kosovari girls’ math scores 
were substantially equal to boys’. This outcome distinguishes Kosovo from most 
countries in the world, including those in Europe. Therefore, relatively lower 
socioeconomic conditions and the probable persistence of traditional gender roles 
are not synonymous with the gender gap in proficiency. Concurrently, Kosovari 
boys’ proficiency is negatively affected by their greater involvement in work for pay. 
This fact distinguishes them from West European boys, who work significantly less 
and score in math neatly more than girls. 

All in all, performances in educational achievements are much less closely 
associated with gender than with SES, personal characteristics and also school 
features. However, this does not mean that the gender issue is inconsequential. By 
analysing separately girls and boys, it has been possible to show that their 
proficiency scores differ in how they respond to factors commonly affecting 
educational outcomes. While boys’ proficiency is particularly affected by being the 
victim of bullying, girls’ is reactive to safety at school and urbanisation. Moreover, 
the girls’ group is comparatively short of top scorers: a fact expected later to affect 
girls’ chances of access to hard-to-obtain positions. These results suggest that any 
policy meant to improve educational outcomes should include gender-differentiated 
provisions in tune with the different impacts of specific conditions.  
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AN ISTAT SURVEY ON CHILDREN AND YOUNG PEOPLE:  

ANALYZING FEEDBACK FROM RESPONDENTS1 
 

Cinzia Conti, Gabriella Fazzi, Barbara D’Amen, Marco Rizzo 
 
 
 
 
Abstract. Since 2014, Istat has been carrying out surveys in which young people are 
protagonists. The new edition of the Survey “Children and young people: behavior, attitudes, 
and future projects” (year 2023) was aimed at collecting information on the living conditions 
of Italian adolescents and adolescents from a migratory background aged between eleven and 
nineteen years. In an era of crisis and profound social change, such as the current post-
pandemic period, there is a need to further enrich the statistical information collected and 
analyzed for the implementation of policies that enhance the human capital of the very young 
and improve their well-being. One initial goal of this contribution is to discuss the 
innovations introduced in the statistical process to reach young people. Specific strategies 
adopted by Istat include a web questionnaire optimized for any kind of device (including 
smartphones), the use of QR code to directly access the form and the availability of the 
questionnaire in Italian and nine other languages. The main objective of the contribution is 
to analyze, through textual analysis, the suggestions gathered in an open-ended question 
placed at the end of the survey. We will use statistical models like Analysis of Specificities, 
Sentiment Analysis and Cluster Analysis to examine term occurrences, identify the main 
concepts, and retrieve semantic relationships between them. 
 
1. Introduction  

 
Social science researchers are increasingly surveying young adolescents, but 

there is limited methodological knowledge on this age group. Much of the existing 
guidelines come from studies and theories focused on adults (Omrani et al., 2019; de 
Leeuw, 2011). In 2023 Istat carried out the survey on children and young people: 
forms of behavior, attitudes and future plans making them the primary respondents 
(without proxies). The literature, in fact, encourages the use of questionnaires for 
children starting from the age of eleven, with suitable precautions put in place 
(Borgers et al., 2000). Many innovations have been introduced in order to minimize 
the statistical burden on children and to maximize data protection and 
confidentiality.  

                                                 
1 This article is the work of the authors.  Paragraph 1 was written by Cinzia Conti, paragraph 2 was written by Cinzia 
Conti and Marco Rizzo, paragraph 3 was written by Marco Rizzo, paragraphs 4, 5, 6, were written by Barbara 
D’Amen and paragraph 7 was written by Gabriella Fazzi. Conclusions were written jointly by the authors.  
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The survey is based on a “light” questionnaire2 that can be comfortably filled out 
even on a smartphone. The questionnaire includes sections on: demographic 
information; school life; citizenship and identity; social relationships; opinions about 
the future; and opinions about men and women. Given the innovative nature of the 
process, some questions about the respondents’ opinions on the survey and the 
structure of the questionnaire were included at the end. In particular, there is a final 
open-ended question in which we asked, “Do you have any suggestions for us for 

improving the questionnaire?”. Istat was indeed interested in gathering advice 
directly from their young respondents to enhance the data collection process. In this 
contribution, we wish to focus specifically on that open-ended question. We are 
interested in studying both the factors that can influence the propensity to answer 
(through regression models) and the content of the answers (textual analysis). The 
literature suggests that open-ended questions in surveys allow respondents to freely 
express their opinions, adding depth to the results and often providing more reliable 
measurements than closed questions. However, they require better cognitive and 
communication skills, which can affect response reliability. Open-ended questions 
also have a higher likelihood of “don’t know” answers and non-responses, especially 
among young adolescents (Omrani et al., 2019; de Leeuw, 2011).  

The first general hypothesis is that technological innovations may make surveys 
more appealing to young people. This paper aims to present the opinions of young 
people on the proposed questionnaire, the methods of data collection, and the topics 
introduced in the form. 

The second – and more specific – hypothesis is that the socio-economic 
characteristics of the respondents and their families, as well as their relational 
networks, can influence both the propensity to respond to open-ended questions and 
the content of their answers.  

 
2. Data and methods: a “smart” inclusive survey  
 

Istat started conducting surveys on young people in 2015 with a survey on the 
integration of second generation migrants. In 2021, it conducted a survey focused on 
the issues faced by students aged eleven to nineteen during the COVID-19 pandemic. 
The new edition of the Survey on children and young people (year 2023) aims to 
collect information on behaviours, attitudes and living conditions of Italian children 
and children from a migratory background (both born in Italy and immigrants at a 
very young age) aged between eleven and nineteen (Istat, 2024). The aim of the 
survey is to highlight both weaknesses and the strengths of the new generations, to 
allow for a better valorisation of their energies and abilities in terms of policies and 

                                                 
2 https://www.istat.it/fascicoloSidi/1542/Questionario%20italiano%20(Facsimile).pdf 
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actions. The research was set up, right from the early planning stages, with 
adolescents at the centre as active and participating subjects. Children represent a 
fundamental social subject for building the future and in an era of crisis and profound 
social change, there is a need to further enrich the statistical information collected 
and analysed for the implementation of policies that enhance the human capital of 
the young and to improve their well-being (Conti et al., 2024; UNECE, 2023).  

The survey was conducted between 2 October and 20 December 2023 and 
involved a representative sample of almost 20,500 Italian young people and almost 
18,000 young foreign residents in Italy3.  

The survey was carried out using the CAWI technique (Computer Assisted Web 
Interviewing)4. Among the innovations introduced by Istat in this data collection 
dedicated to young people it is essential to note that the questionnaire could be taken 
by scanning a QR code. It could also be submitted via PC, smartphone or tablet by 
accessing the link reported and typing the access code printed in the informative 
letter. Most of the sample preferred to fill out the questionnaire using a smartphone 
or a tablet rather than a PC. There is a difference between foreign nationals and 
Italians: 74.9% of Italians completed the questionnaire via smartphone or tablet 
compared to 83.1% among foreign nationals. The possibility of accessing via QR 
code favoured the use of these devices over PCs. Among those who answered 
through smartphone or tablet, 86.7% used the QR code. Instead, in the 2021 edition 
of the Survey on children and young people, where the questionnaire could only be 
accessed through a link, just 49 percent of users filled it out via smartphone or tablet. 
The introduction of the access via QR code could boost the number of respondents, 
especially for foreign nationals or for those who do not own a PC.  

The survey is based on the consideration that the younger generations are “digital 
natives” (Sadiku et al., 2017). In the design of the survey internet, social media and 
smartphones play a central role. The questionnaire is moderately light: it takes about 
23 minutes to fill out. 

Another important aim of the survey was to be “inclusive” and also to collect 
information about the most vulnerable groups. To meet the language difficulties of 
young immigrants, for the first time in the history of Istat, the web questionnaire was 
available not only in Italian but in nine other languages: Albanian, Arabic, English, 
French, German, Mandarin, Romanian, Slovenian, Spanish and Ukrainian.  

Apart from German that is spoken by national minorities in Italy, Mandarin was 
the most popular foreign language to be chosen, English was the second and the third 

                                                 
3 The number of children selected based on optimal allocation was set, with some margin for over-sampling, at 
approximately 108,000. Stratification was defined by crossing the categories of region, age groups, and citizenship, 
resulting in a total of 588 levels (Istat, 2024). 
4 The decision to introduce the CAWI technique in population surveys makes it possible to contain the costs of 
public statistics and to exploit the potential offered by technology to capture segments of the population that are 
increasingly elusive compared to traditional techniques. (Istat, 2017) 
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was Ukrainian. About 1,700 foreign respondents filled out the questionnaire in a 
language other than Italian. Figure 1 shows the questionnaire language selected by 
respondents with respect to major citizenships. 32.9% of young people from a 
Chinese background decided to fill out the questionnaire in Mandarin Chinese (more 
than 800 questionnaires). This fact evidences low integration among young people 
from a Chinese background, even though more than 87% of the Chinese youth in the 
sample were born in Italy. Another interesting result is that just 9.7% of Ukrainian 
respondents selected Ukrainian. This fact is explained by the conflict in Ukraine. In 
our sample 301 Ukrainian children arrived in Italy for the first time in 2022, 
compared to an average of 73 new entrants per year for the previous nine years. 

 
Figure 1  Distribution (%) of the respondents (11-19 year old) by selected language for 

the questionnaire and citizenship, year 2023.  

 
Istat, Survey on children and young people 2023 

These results show us that giving respondents the opportunity to fill out a 
questionnaire in their preferred language facilitates the response of poorly-integrated 
communities. It also facilitates responses in emergency cases such as a forced 
migrant community in a country with a different language. 

As previously mentioned, the propensity to answer was studied through logistic 
regression, where the dependent variable represents whether or not the respondents 
answered the open-ended question. The individual characteristics of the respondents 
were examined using structural variables: gender, territorial breakdown, citizenship, 
and age group. Socio-economic characteristics were assessed through the variables: 
shared bedroom; and mother’s educational qualification5. Information regarding 
relational networks was measured using the variables: bullying indicator; school 

                                                 
5 The mother’s educational qualification is as an indicator of the family’s socioeconomic status. We preferred this 
indicator over personal perceptions of their family’s economic condition because the latter was not significant and 
to avoid issues with correlations between independent variables. 

66,7

90,2 95,8 98,0 99,1 90,7

32,9 9,7 3,9 1,6 0,8 9,3

0%

20%

40%

60%

80%

100%

Chinese Ukranians Moroccans Albanians Romanians Other
nationality

Italian Language of citizenship Other



Rivista Italiana di Economia Demografia e Statistica 143 

 
performance; frequency of seeing friends; and average hours a day on social media. 
All variables were derived from questions put to the respondents. The textual 
analysis, addressed in paragraph four, examines: the content of the answers; the 
techniques; lexical analysis; sentiment analysis; analysis of positive specificities; 
and cluster analysis. 

 
3. Factors influencing the propensity to comment on the survey and the 

questionnaire 
 
To support the textual analysis that will explore the suggestions shared through 

the above noted open-ended question, we investigated the factors that could most 
influence the respondents’ willingness to answer the open-ended questions related 
to their opinions on the survey.  

The analysis of the results, carried out via a binary regression model, focuses on 
the hypotheses mentioned in the first paragraph,  considering the response variable 
of the logistic model as ‘responds or does not respond’ to the question “Do you have 

any suggestions for us for improving the questionnaire?”6. The odds ratios do not 
show values that are extremely distant from one. But all variables show a good level 
of significance, with p-values never above 0.01. The structural variables on 
individual characteristics included in the model show a higher propensity to answer 
among the younger age group: the older the respondents, the lower the propensity to 
answer the open-ended question. Interviewers with Italian citizenship are slightly 
more likely to share suggestions compared to foreign students. Gender and territorial 
breakdown do not have significant effects. 

Among the socio-economic characteristics “sharing a bedroom” seems to 
positively affect the attitude to answer the question. Those who share a room with a 
relative are 17% more likely to answer than those who have a room for themselves. 
In the case of children with no brothers or sisters, it is more difficult for them to 
share a room with other people, but the variable is meant to measure the habit of 
relatedness and living conditions. As to the mother’s educational qualification, we 
note that the higher the mother’s level of education, the lower the propensity to 
answer the open-ended question. 

To explore relational networks, we first examined the issue of bullying. The 
bullying indicator variable was constructed from seven questions in which the 
respondent was asked whether, in the past twelve months, he or she had been 
offended, threatened, ostracized, or defamed, either in person or online. If the 
respondent had experienced at least one of these aspects monthly, the “bullying 

                                                 
6 Binary logistic model with logit distribution function. The independent variables are: citizenship, territorial 
breakdown, age group, gender, shared bedroom, mother’s educational qualification, bullying indicator, school 
performance, frequency of seeing friends and average hours a day on social media. 



144 Volume LXXIX n.2 Aprile-Giugno 2025 

indicator” is one. This aspect is the most important factor in the decision to answer 
the open question; youths who have experienced these forms of discrimination were 
25% more likely to answer the open question than those who have not. The 
respondent’s level of interaction on social networks and in person were also included 
in the study; these two aspects seem to go in opposite directions. The less often 
respondents meet their friends, the less likely they are to respond to the open-ended 
question. In contrast, those who spend only one or two hours on social media are 
more likely to respond to open-ended questions compared to those who spend more 
than three hours. Although the intensity of the estimates is very low, high use of 
social networks seems to be synonymous with slight isolation, rather than with strong 
friendships. 

 
Table 1 – Odds ratios, confidence intervals and p-values of logistic regression on the 

propensity to answer the open-ended question. 

Variable (ref.) Odds ratio Confidence interval Pr(>|z|) 

Mother university (middle school or lower) 0.91 0.86-0.96 *** 
Mother high school (middle school or lower) 0.95 0.91-0.99 * 
Shared bedroom (not shared) 1.17 1.12-1.22 *** 
High bullying indicator (low) 1.25 1.19-1-32 *** 
Low school performance (high) 1.09 1.02-1.16 ** 
Sees friends less than once a week (everyday) 0.88 0.83-0.94 *** 
Sees friends several times a week (everyday) 0.89 0.84-0.94 *** 
4+ hours on social (< 1 hour) 0.85 0.78-0.92 *** 
3-4 hours on social (< 1 hour) 0.85 0.79-0.92 *** 
1-2 hours on social (< 1 hour) 0.91 0.84-0.98 * 

Note: levels of significance * p<0.05, ** p<0.01, *** p<0.001 
 
4. Textual analysis of open-ended question 

 
The “Do you have any suggestions for us for improving the questionnaire?" open 

ended question included in the survey “Children and Young People” was analysed 
through a lexicometric approach via textual analysis. 

The answers to the open-ended question were collected in a corpus that 
underwent a double stage analysis. In the first stage, the corpus was pre-processed 
and imported into the software TaLTaC2 to carry out a lexical analysis aimed at 
identifying positive specificities (Bolasco, De Mauro, 2013; Lafon, 1980; Lebart, 
Salem, Berry, 1997) and sentiment analysis. Following this first stage, the analysis 
of positive specificities allows for the detection of the main themes related to the 
different ages of the respondents, while the sentiment analysis revealed the presence 
of both positive and negative opinions expressed through the use of adjectives. In 
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the second stage, after lemmatization of the corpus, a cluster analysis was carried 
out. 

According to this analytical strategy, in the first stage of the analysis, the corpus 
was prepared by removing special characters and replacing uppercase with 
lowercase letters. Hence, given that the software used for the analysis (TaLTaC2) 
allows the text to be processed in Italian, all the responses written in other languages 
were removed. Following this approach, the corpus analysed consists of 15,096 
fragments (38.5% of respondents). This corpus was imported into TaLTaC2 and pre-
processed by applying a procedure of parsing, normalization and lexicalization, in 
order to reduce the redundancy and to provide homogeneity among forms. After this 
preliminary procedure, the corpus consists of 86,980 word tokens and 6,568 word 
types (see table 2). In order to verify whether the textual data could be statistically 
processed, the type-token ratio lexical indicator was calculated (see table 2). 

 
Table 2  Main characteristics of the textual corpus composed of the answers to the open-

ended question. 

Lexicometric measurements  

Word types (V) 6,568 
Word token (N) 86,980 
Hapax (V1) 3,512 
Type-token ratio index (V/N*100) 7.55% 

According to the size of the corpus, the type-token ratio index, since it is 7.55% 
and < 20% (Bolasco, 1999, p. 203) shows that the corpus can be subjected to 
quantitative analysis.  
 
5. The positive specificities  

 

In order to investigate lexical differences related to the different ages of the 
respondents, we analysed the positive specificities for the age variable. In particular, 
specificity can be used to spot items that are both over- and under-represented in a 
corpus by applying a statistical test (Lafon, 1984, pp. 65-66). In our study, we are 
solely interested in positive specificities which highlight items that are over-
represented in the corpus. Moreover, given that respondents were classified into 
three different age groups, we investigated positive specificities for the three 
modalities of the age variable. This analytical approach allows us to identify three 
different groups of words (positive specificities), as shown in figure 2.  
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Figure 2 – Specificities for each age group from the textual analysis of the open-ended 

question. Year 2023. 

 
 

The first group characterizes the 11-13 age group of respondents that suggested 
improving the survey by introducing new themes such as bullying, cyberbullying, 
sports, free time, and road safety. Moreover, these respondents suggested using less 
direct questions applying age-appropriate language. The second group relates the 14-
16 age group. The introduction of new themes to improve the survey is also 
suggested by these respondents including: video games, school life and geopolitical 
context, eating habits and relationship dynamics. They also expressed the need for a 
formal revision of the language in order to make it clearer. Finally, the third group 
characterizes respondents aged 17-19. In their opinions, the survey could have been 
improved by introducing new themes such as women’s rights, men’s mental health 
and themes related to current affairs. These respondents offered other suggestions 
for improving the survey, mainly related to the survey website and the survey 
technique. Regarding the website, they suggest modernizing it, in order to make it 
more suitable to the young age of the respondents. Moreover, they suggested 
completing the survey entirely online, without paper. 
 
6. Sentiment analysis  

 
Sentiment analysis was conducted using the software TaLTaC2 that 

automatically recognizes adjectives and classifies them as positive or negative 
(Bolasco, Della Ratta, 2004). Following this approach, the corpus underwent a 
grammatical tagging procedure in TaLTaC2 in order to identify the adjectives. This 
procedure allowed us to tag 429 adjectives, for a total of 2,479 word tokens. 
Regarding the adjectives, the sentiment analysis identified 61% positive adjectives 
and 39% negative. Thus, sentiment analysis highlighted a prevalence of positive 
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opinions of respondents. Figure 3 shows words clouds of both positive and negative 
adjectives.  

 
Figure 3 –  Word cloud of positive and negative adjectives from the textual analysis of the 

open-ended question. Year 2023. 

 
 
Considering the positive adjectives, respondents defined the questionnaire as 

“perfetto” (“perfect”, 437), “bello” (“beautiful”, 109), “chiaro” (“clear”, 106), 
“semplice” (“simple”, 94) and “utile” (“useful”, 51). On the other hand, for some 
other respondents the questionnaire was “difficile” (“difficult”, 51), “inutile” 
(“useless”, 22), “banale” (“banal”, 10) and “sbagliato” (“wrong”, 9). These 
adjectives provide a snapshot of the potential weaknesses of the survey, which will 
be explored with the following cluster analysis.  

 
7. Cluster analysis 

 
A cluster analysis was conducted (DHC- Descending Hierarchical Classification, 

Reinert method (1990), IRaMuTeQ software7) that allowed for the identification of 
eight groups of respondents, where the first three groups represent 98.4% of the 
sample. We will focus our analysis on three big groups, characterized by different 
socio-demographic aspects and the topics reported in their responses, identified 
through the lexical content of each cluster. Each cluster is characterized by the use 
of specific words. The first group (31.4%) has been named “the questionnaire 
methodologists” for their suggestions aimed at setting up specific actions on the 
questionnaire, such as making it shorter or improving the graphics. This group 
includes 33% of the respondents. They are mostly aged between eleven and thirteen, 
they tend to be male and foreign. Moreover, they use social media one or two hours 
a day. Economically, they are students from wealthier backgrounds. The second 
group (34%), named “the qualitative methodologists” asked for more opportunities 
                                                 
7 We express our gratitude to Francesca Della Ratta for her invaluable assistance in conducting the IRaMuTeQ data 
analysis. 
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to express themselves freely: they would like open-ended questions, suggest 
replacing true/false responses with agree/disagree to better express their opinions, 
and they wanted more ways to respond to the closed-ended questions. In this 
analysis, we’ll focus our attention on the third group (33.03%), named “the thematic” 
for their suggestions for introducing new topics. They are mostly female, aged 
between 14-19 years, and use social media less than an hour a day. They generally 
reported a low economic status. The words that characterize this group are primarily 
related to the everyday life of the young, such as family and school. 
 
Table 3  Words that mostly characterize the “thematic” cluster in the textual analysis of 

the open-ended question. Absolute values, percentage values and Chi-square. 

Year 2023. 

Word 
Eff. 
Tot.8 

Perc.9 𝑋210 Word 
Eff. 
Tot.3 

Perc.4 𝑋25 

Violenza 104 95.2 185.1 Sicuro 15 73.3 11.0 
Bullismo 22 95.4 38.9 Lingua 31 93.5 51.6 
Abuso 10 100.0 20.3 Straniero 33 90.9 50.2 
Subire 7 100.0 14.2 Cittadinanza 28 92.9 5.5 
Vittima 6 100.0 12.2 Razzismo 17 94.1 8.7 
Discriminazione 6 100.0 12.2 Sessuale 28 92.9 5.5 
Cyberbullismo 5 100.0 10.1 Lgbt 11 100.0 2.3 
Mentale 37 100.0 75.5 Sessualità 8 100.0 6.2 
Salute 30 96.7 55.2 Sport 52 71.1 4.4 
Psicologico 20 100.0 40.7 Ambiente 27 96.3 9.0 
Paura 13 92.3 20.7 Droga 14 100.0 8.4 
Disagio 9 88.9 12.7 Guerra 12 100.0 4.3 
Felice 13 76.9 11.3 Inquinamento 5 100.0 10.1 

 
The analysis shows that the word “futuro” (future) stands out (Perc=95.6; 

X2=244.4). Young people are asking more questions about their future projects, but 
they are also expressing their fears and insecurities.  

 
“Ask questions that are also inherent to fear of the future, understood as climate 

fear, fear of an uncertain future because of the climate and the collapse of the planet. 

But also fear of the instability of Italian labor, fear of not being able to have a 

future.” 

 
They are worried about: violence, abuse, bullying, and cyberbullying. 

Additionally, they also express concerns about themes that usually are not asked to 

                                                 
8 Number of text segments containing the cited word in the corpus at least once. 
9 Percentage of word occurrence on the text segments of this cluster for its occurrence in the corpus. 
10 Association between word and cluster. 
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this age group, such as mental health, fear, discomfort, racism, and sexuality. Taking 
a broader view, there is also a focus on collective issues, with words connected to 
the environment and war. 
 
8. Conclusions 

 
The study of the propensity to answer the open-ended question on suggestions 

for the survey shows that, among individual characteristics, age has the greatest 
effect: the younger the respondent, the greater the propensity to answer. Regarding 
socioeconomic characteristics, we note that a less comfortable situation, such as 
sharing a room, has a positive and significant effect on the propensity to respond. 
Finally, regarding relational networks, it is important to emphasize that adolescents 
experiencing bullying are more inclined to offer suggestions. The analysis indicated 
that the survey “Children and Young People 2023” conducted by Istat was largely 
appreciated by respondents, as highlighted by the sentiment analysis, which shows a 
higher frequency of positive adjectives in the responses of the youngest, expressing 
their positive attitude toward the survey. The use of adjectives, in the open-ended 
question, such as “perfect”, “beautiful”, “clear” and “useful” confirms respondents’ 
positive opinions. This positive attitude was also confirmed by the low frequency of 
negative adjectives in the analyzed texts. These findings suggest that the survey 
should be repeated in the future, maintaining the innovations proposed in the 2023 
edition, like the introduction of QR code. However, the analysis of the words 
included in the responses to the open-ended question identified some improvements, 
such as the inclusion of new topics, closer to the everyday life of a younger person 
and to geopolitical and social context. The introduction of these new topics could be 
added by taking into account the age of the respondents, in order to better represent 
their experiences and their sensibility.  
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DISENTANGLING RESIDENTIAL GEOGRAPHIES OF SELECTED 

FOREIGN POPULATION GROUPS IN A CONTEXT OF LOW 

IMMIGRATION1 
 

Federico Benassi, Alessio Buonomo, Rosaria Simone, Salvatore Strozza 
 
 
 

Abstract. Foreign presence is an intrinsically spatial phenomenon, characterized by strong 
geographical variability across different territorial contexts. This variability becomes 
progressively more intense as we move down the territorial scale of analysis. This 
contribution proposes an empirical evaluation of the residential geographies of EU foreign 
citizens and non-EU foreign citizens residing in the Metropolitan City of Naples (Campania, 
Southern Italy), a context characterized by a low level of immigration. The empirical analysis 
uses data from the 2021 permanent demographic census and is carried out using census tracts 
as the primary statistical units and an ad hoc geographical framework (‘quartieri’ for the 
municipality of Naples and municipalities for the rest of the Metropolitan City of Naples). 
The residential geographies of foreign groups are summarized using the dissimilarity index 
of Duncan and Duncan in the adjusted version proposed by Mazza and Punzo. This index 
informs us about the level of evenness between the spatial distribution of foreigners 
compared to that of Italians (who act as the reference group). The adjusted version of the 
index allows us to control for some biases that normally arise in cases with a low number of 
foreigners. The geographical distribution of the bias-corrected index for the two foreign 
population groups is represented by thematic maps. Then, its level of spatial autocorrelation 
(global and local) is analyzed. The results allow us to appreciate the spatial variability of the 
foreign population residing in the Metropolitan City of Naples and to provide initial insights 
into their spatial patterns using a multiscale geographical approach, which serves as a first 
step toward a better understanding of their residential behaviours. 
 

 
1. Introduction 

 
The foreign population in Italy has surged in recent decades, jumping from just over 

a million residents in 2001 to now, 2024 January the 1st, over 5.3 million, comprising 
8.8% of total population. Their settlement patterns vary widely, reflecting different 
adaptation strategies ranging from concentrated to dispersed models (Strozza, 2006). 
These settlement choices are influenced by various factors, including community ties 
and labor specialization (Ferrara et al., 2010; Conti et al. 2023). The study of settlement 
patterns of different foreign communities residing in Italy is particularly relevant as it 

                                                      
1 The authors contributed equally to the conception and realization of the contribution. 
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provides essential elements for understanding the characteristics of foreign presence in 
different local and regional contexts, especially in metropolitan areas where spatial 
inequalities, including residential segregation, are more frequent (Benassi et al., 2023a). 
The spatial polarization of the foreign population is an issue that is still particularly 
evident in Italy. The last data provided by Istat certify that in the North reside slightly 
less than 59% (3,1 million) of the total foreign population while the South count only the 
16.9% (897 thousand) of them. The spatial distribution is even more unequal if bear in 
mind that the 14 Italian Metropolitan Cities2 host the 37.4% of the total foreign 
population resident in Italy with the seven Metropolitan Cities of the Centre-North that, 
alone, host slightly less than 1/3 of the total foreign population resident in Italy. This 
framework is not new, as shown in previous studies on the subject (Strozza et al., 2016).  

The paper represents a first attempt to disentangle the residential geographies of 
selected foreign groups (EU and non-EU foreign citizens) resident in the 
Metropolitan Cities of Naples (MCN hereafter). Studies on the geographical 
distribution of foreign population in Italy and its level of residential segregation are 
numerous (Benassi et al., 2022; Bitonti et al. 2023a, 2023b; Conti et al., 2023; 
Pratschke and Benassi, 2024; Rimoldi et al., 2024) including contributions 
specifically referred to Southern urban contexts (Benassi et al., 2023b; Busetta et al., 
2015; Mazza et al., 2018; Mazza and Punzo, 2016). Nevertheless, to the best of our 
knowledge, this is the first contribution that use data coming from the permanent 
Census (2021) and that focussing on a single Metropolitan City of South Italy 
combine a multiscale approach of analysis using an ad hoc geographical partition 
that include both sub municipal (s.c. ‘quartieri’) and municipal territorial units and 
implementing both global and local indexes (Brown and Chung, 2006).  

The paper is structured as follows: the next section presents the materials and 
methods, followed by the results in section 3, and finally, discussions and 
conclusions are provided in section 4. 
 
 
2. Geographical contexts of analysis, data and methods 
 

2.1. The geographical context of analysis  

 
The idea of focusing on the MCN arises from the necessity of limiting the 

empirical analysis to the urban contexts of the Campania region. Moreover, the 
relevance of Italian Metropolitan Cities as pole of attraction for international 
migrations flows is known and underlined in a recent contribution of Buonomo and 

                                                      
2 These are represented by the province of Milan, Turin, Venice, Genoa, Bologna for the North; Florence and Rome 
for the Centre; Naples, Bari, Reggio di Calabria, Palermo, Catania, Messina and Cagliari for the South. Please note 
that Cagliari is the only case in which the Metropolitan City is different from the province.   
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colleagues (Buonomo et al., 2024). Using MCN assures an adequate minimum 
number of foreign resident population, and it allows us to better analyse processes 
(like residential segregation) that should be considered as purely ‘urban’ (Feitosa et 

al., 2007).  
Basically (Figure 1) we built an ad hoc geographical context: the 30 districts 

(‘quartieri’) of Naples plus the rest of the municipalities that for the MCN (91) for a 
total of 121 territorial units (e.g. statistical cases). For each of the 121 territorial units 
the elementary territorial units are represented by the census tracts (as at 2011).  

Figure 1  The geographical context of analysis (an ad hoc construction).  

 
Considering the municipality of Naples according to its division into districts (i.e. 

‘quartieri’) allows us to appreciate the internal heterogeneities within the capital city 
of the MCN, which, as evident, are not few and can significantly contribute to a 
better interpretation, also in this explorative phase, of the residential geographies of 
foreign population groups and their possible drivers. About the choices of ‘quartieri’ 
as sub municipality units of analysis it is important to provide some other details.  
For Naples, ‘quartieri’ are not proper administrative units, yet these sub-
municipalities represent, to a certain extent, the social history of the municipality 
and they contribute differently to its economic and social dynamics. Moreover, they 
guarantee a balanced distribution in terms of resident population. In 2021 the resident 
population in the municipality of Naples was 921,142 with a minimum population 
resident in the Porto district (4,469 residents) and a maximum population resident in 
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Fuorigrotta district (63,049 residents). For an ovierview on the geographies of the 
‘quartieri’ see the Appendix. 
 

2.2. Data and methods  

 
Data used are from the permanent census (2021) and they refer to resident 

population (stock) by country of citizenship. In order to have a sufficient number of 
individuals in each territorial unit (30 districts and 91 municipalities) but also 
considering the inner heterogeneity inside the foreign population we used two sub 
population groups: EU foreign citizens and non-EU foreign citizens. Of course, a 
certain degree of inner heterogeneity remains, but this way to classify the foreign 
population is quite common in studies on settlement models and residential 
segregation (Benassi et al., 2020a, Malmberg et al., 2018). In Table 1 are shown the 
population groups used in the analysis as of 2021.    

 
Table 1  Resident population by groups of citizenship and territorial units. MCN, end of 

2021 (permanent census). 

 

Territorial units EU-foreign Non-EU foreign Italians  Total 

Naples municipality 4,753 48,687 867,702 921,142 
Rest of the MC 11,980 55,887 1,999,367 2,067,234 
Total 16,733 104,574 2,867,069 2,988,376 

 
The residential geographies of foreign populations are here analysed in terms of 

evenness (using the Italian population as reference group). Evenness is the first 
dimension of the Massey and Denton’s (1988) conceptual model of residential 
segregation. Evenness concerns with the differential distribution of foreigners (or, 
more generally, social groups) in the area units. More specifically, evenness 
measures of segregation compare the spatial distributions of different groups among 
units. When majority and minority populations are evenly distributed, segregation is 
smallest. There are many different evenness measures of segregation, for an 
overview we remind to the existing literature (Fossett, 2017; Reardon and 
O’Sullivan, 2004; Tivadar, 2019). The most widely used is the dissimilarity index 
(ID), firstly proposed by Ducan and Duncan (1955a, 1955b) which is calculated 
according to the formula:  
 𝐼𝐷 = 12 ∑ |𝑧𝑖𝑍 − 𝑦𝑖𝑌 |𝑛𝑖=1  (1) 

where i is used to identify each of the n territorial units (in our case enumeration 
areas of each single ‘quartieri’ for the municipality of Naples and of each single 
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municipality for the rest of the MCN), while zi and yi are the total of the foreign 
group (EU or non-EU) and Italians, respectively, in the i-th territorial unit, and Z and 
Y are the overall total number of residents of the two groups, respectively.  

ID measures the percentage of a group’s population that would have to change 
residence to have the same percentage of that group as the city overall. The index 
ranges from 0 (absence of segregation) to 1 (complete segregation).  

ID is widely known and widespread measures in study on the residential 
geographies and residential segregation of migrants (Friedman, 2008; Iceland et al., 
2013, 2014; Logan and Parman 2017; Malmberg et al., 2018). Despite its widespread 
adoption, the index also presents some limitations and weakness that have been 
addressed by many scholars (Morrill, 1991; White, 1983, 1986; Wong, 1993; 
Reardon and O’Sullivan, 2004; Yao et al., 2019).  

As clearly explained in Busetta et al. (2015), a problem with the Duncan and 
Duncan’s dissimilarity index is that it appears to be an upward biased estimator of 
systematic dissimilarity. Within plausible assumptions, Allen et al. (2009) 
demonstrate, using Monte Carlo simulations, that random allocation generates 
substantial unevenness, and hence an upward bias, especially when dealing with: 
small units sizes, a small minority proportion and a low level of segregation. These 
are three aspects that potentially characterized the MCN and that cannot be ignored 
in measuring the residential geographies of the selected foreign groups.  

To partially mitigate these problems proper to the ID, we resort to the ID bias-
corrected estimator introduced by Mazza and Punzo (2015), which outperforms 
many other resampling based bias corrections in terms of both bias and mean square 
errors3.  

A second aim of the study was to measure the level of global and local spatial 
autocorrelation of the bias-corrected ID for the two foreign populations here 
observed. Spatial autocorrelation can be detected using the global Moran’s I (Moran, 
1948) to determine whether the bias-corrected ID is similar in spatially adjacent 
territorial units. In its global form, Moran’s I computes a unique value for the MCN 
and is calculated as follows:  

 𝐼 = 𝑛 ∑ ∑ 𝑤𝑖𝑗(𝑥𝑖−�̅�)(𝑥𝑗−�̅�)𝑛𝑗=1𝑛𝑖=1∑ ∑ 𝑤𝑖𝑗𝑛𝑗=1𝑛𝑖=1 ∑ (𝑥𝑖−�̅�)2𝑛𝑖=1   (2) 

where xi is bias-corrected ID in the territorial units i, n is the number of territorial 
units (121 in our case), wij denotes the elements in the spatial weight matrix, and �̅� 
denotes the average bias-corrected ID.  Global Moran’s I ranges within the interval 
[-1,1]. Values greater than 0 correspond to positive spatial autocorrelation, and 
                                                      
3 The analysis has been carried out also using the classic version of the ID. Results are available from the Authors 
upon reasonable request.  
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values smaller than 0 indicate negative spatial autocorrelation. We tested different 
spatial weight matrices and chose first-order queen (i.e. two territorial units are 
neighbors if they share a boundary and/or a geographical vertex). The clusters of 
bias-corrected ID were identified using the local version of the univariate Moran’s I 
as proposed in Anselin (1995). The univariate local Moran’s I (i.e., Ii) for the i-th 
territorial unit is calculated as follows:  

 𝐼𝑖 = (𝑥𝑖−�̅�)∑ (𝑥ℎ−�̅�)2/(𝑛−1)𝑛ℎ=1  ∑    𝑤𝑖𝑗(𝑥𝑗 − �̅�)𝑛𝑗=1𝑗≠𝑖      (3) 

where 𝑥𝑖 is the bias-corrected ID for the i-th territorial unit and 𝑥𝑗’s are the bias-
corrected ID values in adjacent areas. 

3. Results 

 
The geographical distribution of the two populations groups is quite variable 

underlying different spatial patterns. For a sake of brevity, we report here only the 
distribution of the ratio between foreign population (EU and Non-EU foreign 
citizens) and Italians (Figure 1).   

Figure 1  Ratio between foreign population and Italians. EU foreigners (left panel), Non-

EU foreigners (right panel). Percentage values. 

  

 
For the non-EU foreign population, the highest values of the indicator are 

recorded in some districts of the municipality of Naples: Zona Industriale (25.4%), 
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Mercato (24.2%), San Lorenzo (22.6%) and Stella (21.8%), but also in two 
neighbour municipalities located across the eastern quadrant of the MCN area, Palma 
Campania (19.6%) and San Giuseppe Vesuviano (19.4%). The EU-foreign 
population records the higher values of the indicator outside the Municipality of Naples 
in some specific municipalities that in some cases are very famous touristic destinations 
and place with a high level of amenity - Procida (3.9%) and Serrata Fontana (2.3%) – or 
in more marginal area, located on across the eastern quadrant of the MCN – 
Poggiomarino (3.3%) and Liveri (2.9%). The district of Naples with the highest level of 
the indicator is, for this population, Pendino that is actually quite far compared to the 
other contexts (1.6%). 

The level of dissimilarity is not particularly high for both populations (0.34 and 
0.32 are the average values of bias-corrected ID for EU foreign and non-EU foreign 
citizens respectively) with a certain degree of spatial variability. The territorial units 
with high level of dissimilarity (>0.5) are more numerous in the case of EU foreign 
population (19) compared to non-EU Foreign population (11). Another element of 
distinction is that in the first case the 47.3% of the territorial units with an ID >0.5 is 
included in the municipality of Naples. A percentage that in the case of non-EU 
foreign population rise to 63.6% (Figure 2).  

The highest level of residential segregation is recorded, in the case of EU foreign 
population, in Pimonte (0.82) a quite small municipality of about 6 thousand residents 
while in the case of non-EU foreigners the highest level of bias-corrected ID is the one 
recorded in Scampia (0.70) in the norther part of the municipality of Naples. 

Figure 2  Bias-corrected ID, thematic maps. EU foreign population (left panel), non-EU 

foreign population (right panel). 
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The level of global clustering is higher for the bias-corrected ID of non-EU foreign 

population (0.478 versus 0.273) (Figure 3). At the local level it is quite interesting to 
note that the HH (high-high) clusters inside the municipality of Naples are the same 
for both foreign populations but in the case of non-EU foreign population there is a 
further area located on the west upper quadrant of the MCN formed by the 
municipalities of Giuliano in Campania and Villaricca. What emerges therefore seems 
to indicate rather contained levels of dissimilarity but with areas where the levels are 
quite high, tending to cluster particularly within the municipality of Naples where, 
moreover, the presence of non-EU foreigners is larger than in the rest of the MCN 
compared to Eu foreigners (46.5% versus 28.4%). 
 

Figure 3   Univariate global and local Moran’s I. EU foreign population (left panel), non-

EU foreign population (right panel). 

 

Moran’s I: 0.273 Moran’s I: 0.478 

  

p-value ≤ 0.05, Queen contiguity matrix of 1st order  

 
 
4. Discussion and conclusions 

 
The topic of settlement geographies of the immigrant foreign population and its 

level of segregation is of primary interest in order to assess the level of integration 
and social cohesion of the host contexts (Bolt et al., 2010). 
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In the past, the levels of residential segregation of immigrant foreigners were 

quite low in Southern Europe compared to those in Central and Northern Europe 
(Malheiros, 2002). However, some more recent studies, using 2011 census data, have 
shown how things have changed, both as a result of the 2008 economic crisis and the 
increasing weight of the foreign population residing in contexts traditionally areas 
of emigration (Benassi et al., 2020a, 2020b). 

This contribution, exploratory and descriptive in nature, fits into this line of study 
by proposing an analysis of the level of dissimilarity in the distribution of foreigners 
(both EU and non-EU foreign citizens) residing in the MCN compared to Italians. 

The results obtained using a custom-built geography, a robust index, and based on 
the 2021 permanent census data, have shown that the average level of dissimilarity is 
quite low (<0.5) for both foreign populations, with a slight advantage for the non-EU 
population which, however, shows higher levels of clustering of the indicator both 
globally and locally. Another interesting difference between the settlement geographies 
of the two populations, compared to those of Italians, is that in the case of the non-EU 
foreign population, the areas with higher levels of segregation are mostly located within 
the municipal perimeter, where their concentration is also higher. 

The results represent a first step towards further investigations that should 
concern the estimation of the determinants of dissimilarity levels through appropriate 
regression models capable of controlling the level of ID autocorrelation and possibly 
providing local estimates. 
 
 
Appendix 

The “Quartieri” of Naples municipality 
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ORGANIZATIONAL CAPABILITIES IN HEALTH CARE 

INSTITUTIONS: A MULTISOURCE TERRITORIAL STUDY1 
 

Francesca Abate, Anna Pia Maria Mirto, Francesco Gaudio, Adriano Pareto, 

Francesco Paolo Rizzo, Dario Maiolino 

 

 

 
Abstract. The Italian debate on territorial healthcare is currently focused on the 

implementation of various measures under the National Recovery and Resilience Plan 

(PNRR), particularly Mission 6 on Health, aimed at enhancing human resources and services. 

This paper examines, from an ex-ante perspective, the potential capability of regional health 

institutions using an input-output framework applied to personnel classified by socio-

demographic characteristics. The analysis draws on two key official data sources: the Annual 

Accounts from the Ministry of Economy and Finance, and ISTAT Multipurpose Household 

Survey. A comparison is made between the most recent available data (2022) and that from 

2012. The authors introduce a novel composite index of organizational functionality (IFO-

Health), which aggregates 10 distinct, minimally correlated, indicators related to the quality 

of human capital. The findings reveal a persistent disparity in responsiveness of territorial 

healthcare, particularly in southern regions of Italy, where weaknesses in human capital are 

relevant. These areas often correspond with regions under Health Deficit Recovery Plans and 

report lower levels of patient satisfaction with medical and nursing care. 

 

1. Premise: objectives and general framework 

 

The potential capability of territorial health care institutions (National Health 

System - NHS) is a multifaceted phenomenon. In this study, it is analyzed according 

to the input/outcome model, which has been applied to personnel classified by socio-

demographic characteristics. The study of the quality of human capital in health 

institutions helps to measure the potential capability of these administrations to 

respond to demographic and technological changes and transformations and it is a 

valuable aid for policy makers. This is the context for the analysis of a new 

organizational strategy towards a balanced development of the quality of human 

capital, with the aim of enhancing and strengthening the skills and knowledge of 

public health care employees (Inapp, 2021), due to the effects of an ageing 

population on turnover planning and the definition of educational supply. The input 

component is explored through a composite index that measures the potential 

                                                      
1 The paper has been jointly written by all the authors but § 1 and 8 can be attributed to all the authors, 

while § 2 to A.P.M. Mirto, § 3 and 7 to F. Gaudio, § 4 to F. P. Rizzo, § 5 to A. Pareto, § 6 to D. Maiolino. 

Elaborations by Comic software and ArcGis maps have been realised by F. P. Rizzo. 
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functionality of health care institutions. The composite index has already been tested 

on municipality according to the same input/outcome model (Istat, 2024). However, 

it should be noted that the one-size-fits-all model may not always be applicable, and 

that it should be considered the specificities of the compartment, the territories, and 

the historical context. 

 

 

2. Policy needs and health evaluation 
 

Over the past fifty years evaluation systems - in the public and in the private 

sector - have undergone a process of incremental evolution which has broadened the 

scope of analysis from a mainly economic-financial focus to a multidimensional 

assessment, to an inter-organisational vision (Nuti S. et al., 2021). This promotes the 

use of methodologies and the collection of information regarding performance to 

provide all stakeholders with appropriate evidence concerning needs, used resources 

and achieved results (Walshe and Rundall, 2001). The selected indicators generally 

cover a plurality of evaluation dimensions, such as population health status, 

efficiency and sustainability, communication and processes, regional health 

strategies, internal (employee) evaluation, external (user) evaluation, and clinical 

care evaluation. This is the context for this contribution, which focuses on one of the 

organisational components such as human capital. In 2022 the NHS was focused on 

attempting to capitalise on the opportunities presented by the PNRR investments (S. 

Anna, 2023). The renewal of regional healthcare systems has long been a subject of 

national political and scientific debate. The capability of health institutions forms the 

basis of both planning and evaluation processes. Its analysis contributes to the 

ongoing argue on ensuring accessible, sustainable and resilient healthcare personnel 

(Agenas, 2023). In the context of the fundamental principles that underpin the 

establishment of the NHS (namely, universality, equality and equity), the national 

intervention in the field of health acts in favour of specific targets of the population 

characterised by a vulnerable socio-economic situation and contributes to egalitarian 

access to services (PCM, 2023). Within the Framework of Italy's Partnership 

Agreement on Cohesion Policy 2021-2027 the National Health Equity Programme 

(NHEP) was approved. In accordance with the NHEP, the capacity of regional health 

systems in at least seven regions of the country (Basilicata, Calabria, Campania, 

Molise, Puglia, Sardegna and Sicilia) should be enhanced. Compared to the rest of 

the country, these regions have lower levels of compliance with nationally defined 

standards (LEA, Essential Levels of Care) and greater financial and organisational 

difficulties in the management of the health service. The following analysis 

considers NHS bodies, which, unlike other sectors of the public service, are not 

subject to shift hiring limits but to an expenditure constraint, where and further, more 
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stringent limitations are laid down in the specific programmes of regions subject to 

financial recovery plans (MEF, 2024). The operational programmes for the 

reorganisation and strengthening of the Regional Health Service (later called Deficit 

Recovery Plans-DRP) came into being with the 2005 Budget Law (311/2004) and 

were attached to agreements entered by the Ministers of Health and Economy and 

Finance with the Regions. There are seven regions currently subject to DRP 

(Abruzzo, Calabria, Campania, Lazio, Molise, Puglia e Sicilia), Liguria and 

Sardegna concluded their DRP at the end of the first three-year period 2007-2009; 

Piemonte at the end of the three-year period 2013-2015. 

 

 

3. Ex-ante evaluation of human resources: framework, individual indicators 

and regional profiles 
 

From an ex-ante evaluative perspective - hence, at a probabilistic and potential 

level - a composite index, designated IFO-Health, has been devised to assess the 

functionality of National Health Service (NHS) institutions. IFO-Health permits the 

examination of the dimensional and socio-professional adequacy of employees, the 

primary input variable of these services, and the relationship between these variables 

and the perceived outcome of the client (satisfaction). 

Figure 1 - Structure of the IFO-Health index. 

 
(a) (recruited-terminated)/(recruited+terminated); (b) <40 years; (c) >60 years; (d) >20 years 

The framework, which has recently been applied to the case of other public 

institutions (Istat, 2024; Mirto A.P.M., Gaudio F., Abate F., 2023), enhances ten 

typical proxies of the quality of services to people, with available data provided by 

the Ministry of Economy and Finance (MEF) Annual Account2 (Figure 1). The 

framework is inspired by the input-outcome model and considers the strategic value 

of personnel in the working process of services. The quantitative endowment, skills 

                                                      
2 Census survey on public administrations carried out since 1992 by the Ragioneria Generale dello Stato. 

EMPLOYEES (POTENTIAL) FUNCTIONALITY

I. Human 
Resources

1. 
Employees/
Residents 
(10,000) 

(+)

2. 
Difference-
sum ratio

(a)  (+)

II. Age structure

3. Young 
employees 
(b)/employ

ees (+)

4. Old 
employees 
(c)/employ

ees (-)

III. Basic skills

5. Low 
education 

employees/
employees 

(-)

6. High 
education 

employees/
employees 

(+)

IV. Professional 
Skills

7. High 
experience 
(d)/employ

ees(+)

8. Average 
days of 

training/em
ployees (+)

V. Flexibility

9. Flexible 
work 

units/emplo
yees (-)

10. Full 
time 

employees/
employees 

(+)



166 Volume LXXIX n.2 Aprile-Giugno 2025 

 

and ability to perform sequences of actions functional to the resolution of a socio-

technical problem constitute the key element for good organisational functioning 

(Gori E., Vittadini G., 1999; Gaudio F., 2009). The work considers the most recent 

available year (2022) by comparing it to 2012.  

Table 1 – Staff of health institutions by region. 2022 (absolute and % values). 

Region Employees % Number per 1,000 

residents 

Part-time Employees 

(%) 

Piemonte (b) 55,136 8.1 13.0 9.2 

Valle d'Aosta 2,138 0.3 17.4 8.2 

Lombardia 104,495 15.3 10.5 10.6 

Liguria 23,825 3.5 15.8 6.2 

Trentino-Alto Adige 17,317 2.5 16.1 31.8 

Friuli-Venezia Giulia 20,609 3.0 17.3 6.8 

Veneto 63,292 9.3 13.1 11.4 

Emilia-Romagna 67,949 10.0 15.3 6.1 

Toscana 54,976 8.1 15.0 3.7 

Umbria 11,787 1.7 13.8 2.4 

Marche 19,700 2.9 13.3 4.3 

Lazio (a) 48,502 7.1   8.5 2.1 

Abruzzo (a) 14,400 2.1 11.3 1.9 

Molise (a)  2,794 0.4  9.6 1.5 

Campania (a) 47,404 7.0  8.5 0.4 

Puglia (a) 38,892 5.7 10.0 1.4 

Basilicata  6,452 0.9 12.0 1.9 

Calabria (a) 17,841 2.6  9.7 0.6 

Sicilia (a) 43,262 6.3  9.0 1.0 

Sardegna (b) 21,084 3.1 13.4 2.0 

Italy 681,855 100.0 11.3 6.2 

(a) Regions subject to Deficit Recovery Plans; (b) Regions exited from Deficit Recovery Plans. 

Source: elaborations on MEF – Annual Account. 

In 2022, 681,855 people were employed in healthcare, representing 20.8% of the 

total in the public sector. This denotes a slight increase over 2012 (+1.2%), which 

can be attributed to the injections aimed at containing the impact of the pandemic.  

The health sector is characterised by a high concentration of personnel in territorial 

units, with 185 institutions accounting for 90.3% of the workforce3. It also exhibits 

a considerable degree of differentiation in professional profiles4.The analysis does 

not address these specificities; instead, it focuses on diachronic trends and, above all, 

on territorial differences. This is also in consideration of certain relevant specificities 

connected to the Deficit Recovery Plans and to the effects on personnel due to 

financial constraints. In quantitative terms, the contraction in staff numbers recorded 

until 2019 is mainly ascribable to the regions subject to such discipline (MEF-RGS, 

                                                      
3 The remaining share: Scientific Care Institutes (20 units, 4.7% of employees); University Polyclinics 

(10; 2.2%); Environmental Protection Agencies (19; 1.2%); Others (55; 1.6%). 
4 Nursing staff 41.6%; technicians 18.6%; doctors 15.8%; rehabilitation staff 11.9%; administrative 

staff 9.6%; others 5.7%. See Ministero della Salute (2022). 
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2024). These regions also present the lowest staff per 1,000 residents and low part-

time quotas (Table 1). 

4. Main results at the level of individual indicators 

An examination of the basic indicators set by the Framework in relation to human 

resources in the health sector reveals a few important findings and trends (Table 2).  

Table 2 – Individual indicators (with polarity) and trends – 2022 (*). 

 
(*) The font color, in the regions, indicates the trend of the 2022 ranking compared to that of 2012: red if decreasing, green 

if increasing, black if stationary; (a) Subject to Deficit Recovery Plans; (b) Exited from Deficit Recovery Plans. 

Source: elaborations on MEF - Annual Account. 

Over the period 2012-2022, the ratio of employees to residents per 10,000 

inhabitants (ind. 1) increases from 111.7 to 115.6. The regions in the Centre-North 

have a higher relative endowment than those in the South. In recent years, 

characterized by the unblocking of recruitment in the public sector (MEF-RGS, 

2024), positive effects have been reported in the health sector (as well as in 

education), both in terms of endowment and, consequently, in terms of age 

composition. Regarding the first aspect, in 2022 the difference-sum ratio (ind. 2) 

takes a slightly positive value (0.03), reversing the sign of 2012 (-0.15). This 

dynamic implies a slight change in the age structure of the workforce compared to 

2012. The share of employees under 40 years of age (ind. 3) increased (from 17.4% 

to 23.1%), with a higher incidence in the north-eastern regions, except for Alto 

Adige, and a lower one in the south, except for Calabria (from 9% in 2012 to 29.3%). 

The share of employees aged over 60 also increased over the decade (ind. 4), from 

Regione

Piemonte (b) 129.7 0.09 21.7 14.3 16.1 44.0 46.6 1.3 7.7 90.8

Valle d'Aosta 173.6 -0.21 21.5 9.8 11.9 46.6 39.3 0.4 13.3 91.8

Lombardia 104.7 0.04 26.1 11.5 15.4 48.4 44.2 0.8 5.2 89.4

Bolzano/Bozen 168.3 0.06 21.7 7.8 41.6 35.5 48.9 3.1 17.5 58.1

Trento 153.3 -0.03 29.9 8.2 28.8 45.4 40.1 0.1 6.2 79.1

Veneto 130.5 0.03 27.5 10.7 25.8 48.0 42.1 0.4 2.3 88.6

Friuli-Venezia Giul 172.6 0.11 27.5 10.4 21.1 46.1 29.2 0.6 9.5 93.2

Liguria (b) 158.0 0.22 20.5 15.9 18.0 41.9 42.1 1.7 7.6 93.8

Emilia-Romagna 153.1 0.10 29.5 10.8 10.5 53.6 32.8 2.2 5.9 93.9

Toscana 150.1 -0.01 22.3 15.2 13.5 51.1 38.1 2.9 4.4 96.3

Umbria 137.6 -0.06 22.4 17.2 4.1 65.2 37.5 1.2 8.4 97.6

Marche 132.7 0.00 21.6 14.7 9.3 53.6 35.8 0.3 9.4 95.7

Lazio (a) 84.8 0.19 19.9 18.6 9.5 73.2 39.7 1.6 10.2 97.9

Abruzzo (a) 113.2 0.16 17.7 20.8 9.7 58.7 41.8 0.6 21.5 98.1

Molise (a) 96.1 0.17 13.4 27.6 0.4 67.3 37.1 0.8 11.5 98.5

Campania (a) 84.5 0.29 22.2 24.3 28.2 38.6 36.0 4.6 9.2 99.6

Puglia (a) 99.5 0.00 18.8 20.0 14.1 49.4 27.3 0.8 13.8 98.6

Basilicata 120.0 -0.10 14.7 22.5 6.5 68.4 28.3 1.2 10.4 98.1

Calabria (a) 96.6 -0.02 29.3 25.4 30.0 43.4 32.3 0.2 8.1 99.4

Sicilia (a) 89.9 0.11 12.8 26.1 13.6 52.3 39.0 1.0 19.4 99.0

Sardegna (b) 133.6 -0.24 20.2 21.5 34.5 58.8 34.7 0.3 13.2 98.0

Italia 115.6 ↑ 0.03 ↑ 23.1 ↑ 15.9 ↑ 17.2 ↓ 50.7 ↑ 38.6 ↓ 1.4 ↓ 8.5 ↑ 93.8 ↑
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6.2% to 15.9%, with high shares in the Mezzogiorno and rather low shares in the 

northern regions (especially the North-East). During the decade under review, the 

share of employees with a low level of education (ind. 5) fell from 22% in 2012 to 

17.2% in 2022. The best picture is found in the central regions. At the same time, the 

proportion of employees with a high level of education (ind. 6) is generally 

increasing: in 2022, more than one in two employees in the health sector will have a 

tertiary level qualification (36.4% in 2012). The highest increase will take place in 

the central regions, and in Lazio this share will be almost 3/4. An unfavorable trend 

can be observed in the dimension of professional skills. The unblocking of turnover 

and the positive trend reported by the surplus index have led to a tendency for the 

share of employees with more than 20 years' experience (ind. 7) to fall from 42.4% 

in 2012 to 38.6% in 2022, particularly in many southern regions. In 2022, the average 

number of days of training (ind. 8) also decreases, presumably also as a result of the 

restrictions imposed by the pandemic, from around 1.8 days in 2012 to almost 1.5 

days in 2022. The dynamics of employment flexibility are mixed. The ratio of 

flexible work units to the total number of permanent employees shows a significant 

increase (from 4.8% to 8.5%) over the period considered. The regions with the 

highest values are in the south, those with the lowest in the north, except for Bolzano 

and Valle d'Aosta. On the other hand, as regards the proportion of full-time 

employees (ind. 10) - which has slightly increased at national level (from 91.9% to 

93.8%) - the southern regions have consistently higher values than the central and 

northern regions, in contrast to the trend in other public sectors (Istat, 2024). 

 

 

5. The composite index: methodology and robustness 

The composite index was constructed using the Adjusted Mazziotta-Pareto Index 

(AMPI), which is a partially compensatory aggregation function (Mazziotta and 

Pareto, 2016). Such a choice is advisable whenever adequate performance on any of 

the individual indicators is considered critical to overall performance. 

The most original aspect of this index is the method of normalization, the so-

called “constrained min-max method” (Mazziotta and Pareto, 2021). It normalizes 

the range of individual indicators in a similar way to the classic min-max method but 

uses a common reference (base value) that makes it possible to define a ‘balancing 

model’ (i.e. the set of values that are considered balanced). In this way, it is possible 

to compare the values of the units both spatially and temporally with respect to a 

common reference that does not change over time. Let us consider the matrix 

X={xijt} with 21 rows (Italian regions), 10 columns (individual indicators), and 2 

layers (years) where xijt is the value of individual indicator j, for region i, at year t. A 

normalized matrix R={rijt} is computed as follows: 



Rivista Italiana di Economia Demografia e Statistica 169 

 

60
)(min)(max

100
0

ijt
it

ijt
it

jijt

ijt
xx

xx
r




  

where )(min ijt
it

x  and )(max ijt
it

x  are, respectively, the overall minimum and maximum 

of indicator j across the two years (goalposts),
0jx  is the Italy average in 2012 (base 

value) for indicator j, and the sign ± depends on the polarity of indicator j. 

Denoting with
itrM , 

itrS , 
itrcv , respectively, the mean, standard deviation, and 

coefficient of variation of the normalized values for region i, at year t, the composite 

index is given by: 

ititit rrrit cvSMAMPI 
 

where: 

10
M

10

1


 j

ijt

r

r

it        10

)M(

S

10

1

2



 j

rijt

r

it

it

r

       
it

it

it

r

r

r
M

S
cv 

. 

The version of AMPI with a negative penalty was used, so that an unbalance 

among indicators has a negative effect on the value of the index.  

The robustness of the index was assessed through an influence analysis aimed at 

studying whether and to what extent the ranking of the Italian regions changes when 

a single indicator is removed from the initial set. 

Starting from the 10 individual indicators, 10 replications were performed by 

eliminating a different indicator each time and calculating the values of the 

composite index based on the remaining 9 indicators. For each replication, the 

ranking of the Italian regions was created and the absolute difference of rank between 

the position in the original ranking and the position in the ranking corresponding to 

the 9 indicators was calculated for each region. Finally, the Mean Absolute 

Difference of rank (MAD) was obtained for each indicator removed. In 2012, the 

MAD varies between 0.38 (high education) and 2.10 (young employees) positions, 

while in 2022 it varies between 0.48 (high education) and 2.29 (high experience). 

Moreover, the standard deviation of MAD is 0.537 in 2012 and 0.516 in 2022. 

Therefore, the variability of the rankings appears to remain constant over time. 
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6. Composite index: main evidence and territorial gaps 

The composite index IFO-Health offers an analytical overview of the set of 

individual indicators covered by the operational model. In order to facilitate 

geographical and temporal comparisons, the 2012 Italy value (100) has been 

indexed.  

At the diachronic level, a general downward shift in the (potential) functionality 

of the NHS workforce over the decade under consideration is confirmed. This 

finding is consistent with what has been observed with a similar approach in other 

areas of the public sector (Istat, 2024). In particular, the decline in the national 

average value (from 100 in 2012 to 98.9 in 2022) can be attributed to the significant 

reduction observed in 12 regions, with a particularly pronounced decline evident in 

much of southern Italy (Figure 3). Concurrently, a clear divergence can be observed 

between the IFO values in the Centre-North – particularly in the main northern 

regions, which are above the national average and generally progressing – and those 

in the South, all of which are far from the average and generally in regression despite 

the existence of deficit recovery plans. Within this framework, there are a few 

exceptions, which will be mentioned later. Nevertheless, these observations do not 

alter the substance of a dualistic model at a territorial level, as showed by the related 

cartographic evidence (Figure 3), which demonstrates a notable strengthening over 

the decade in question. As already pointed out in the analysis of the individual 

indicators, most influential in the widening of the gap between North and South are 

the increase in the ratio of employees to residents in the North compared to the South, 

the indicator relating to the share of employees over 60 years of age (significant 

growth in the South) and the ratio of flexible work units to total permanent 

employees, which grew more in the South. Upon closer examination, several 

noteworthy elements emerge. In 2022, Emilia-Romagna is confirmed as the most 

virtuous region, although its IFO score has declined slightly. Toscana has 

demonstrated clear progression, advancing six positions since 2012 and becoming 

the second-best performer. At the opposite end of the distribution is Sicilia, which 

has experienced notable regression. In regions with a more pronounced potential 

functionality gap in terms of employees compared to the national average, all cases 

affected by Deficit Recovery Plans stand out. The Province of Bolzano, however, 

has improved its ranking, moving from 20th to 14th. Among the regions exhibiting 

a positive trend are Lazio, Campania and Molise, which have experienced the highest 

growth rate (3.8). Conversely, the remaining regions of Abruzzo, Calabria, Puglia 

and Sicilia have demonstrated discrepancies, which appear to be worsening.  
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Figure 3 – IFO-Health by region. 

 

2012 2022 

  

Source: Elaborations on MEF - Annual Account. 

In Mezzogiorno, Basilicata, Abruzzo and Sardegna which are already very 

critical cases, all recorded a contraction of more than 8 points. Other regions such as 

Sicilia (- 7.7), Puglia (- 5.1) and Calabria (- 2.5) helped confirmed that the negative 

trend with the gap compared to the regions of the North has widened further. 

Significant reductions were also observed in Umbria (- 3.5), Friuli-Venezia Giulia (- 

4.0) and the Province of Trento (- 2.9).  

 

 

7. Composite index and perceived outcome (satisfaction) 

Patient satisfaction is a relevant outcome dimension: it is the perceived quality 

resulting from a subjective assessment between what was expected and what was 

received (or perceived as such). It is functional for continuous improvement, subject 

to certain limitations related to its subjective nature (Ovretveit J., 1992; Pagano A., 

Vittadini G., 2004). Despite a critical context marked by the pandemic emergency, 

in Italy there has been a very slight increase over ten years in the number of people 

who are very satisfied with the assistance they receive, which exceeds 4 out of 10 

cases both in the medical field (from 41.3% to 41.7%) and in the nursing field (from 

40.4% to 41%, Figure 4). 
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Figure 4 - People very satisfied with medical care (left) or nursing care (right), by region 

(*). 2012 and 2022 (% values). 

 
 

(*) Persons with at least one hospitalisation in the three months preceding the interview; (a) Regions subject to 

Deficit Recovery Plans; (b) Regions exited from Deficit Recovery Plans. 

Source: Elaborations on MEF - Annual Account. 

Figure 5 - Organisational functionality (IFO-Health) and persons highly satisfied with 

medical (left) and nursing (right) care (*) by region. 2022 (absolute and % 

values). 

 

 

(a) Regions subject to Deficit Recovery Plans; (b) Regions exited from Deficit Recovery Plans 

Source: elaborations on MEF data and Istat, Multipurpose Survey - Aspects of Daily Life. 

Satisfaction decreases from North to South, with some significant exceptions: 

Tuscany - below the national average and in decrease - and the Province of Bolzano, 

in visible retreat. Excluding Sicilia (where satisfaction improves) and Abruzzo in part, 

the problematic regions are all long-standing subject to recovery plans: Puglia (since 

2010), Calabria (since 2009, now a commissioner), Lazio (since 2007) and Campania 

(since 2007). The Province of Trento, Valle d'Aosta, Lombardia and Liguria are 

virtuous cases. The Province of Bolzano, and the rest of the north-east, report a 

regression on which the pandemic event may have had an influence, which hit those 

territories hard during the onset and most acute phase (ISTAT-ISS, 2022). Similarly 

to what was observed in the case of the municipalities (Istat, 2024), there is a visible 

link between the IFO-Health index and patient satisfaction, while is quite evident in 

certain contiguous groupings of the South and the Islands, on the one hand, and of the 
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Centre and above all of the North, on the other, with a certain consistency between 

the two performance areas considered (Figure 5). The main southern regions, except 

for Sicilia, tend to be in the third quadrant (low satisfaction and low functionality), 

both for the medical sector (Figure 5, left) and for the care sector (Figure 5, right). On 

the other hand, the main regions of central and, above all, northern Italy, which are 

characterised by high functionality, also report virtuous levels of satisfaction and 

generally place themselves in the first quadrant. Apart from a few exceptions (above 

all Lazio, Sicilia and Toscana), there is a rather clear differentiation on a territorial 

basis, a kind of dual model that can be extended to the position of each region 

regarding the deficit reduction plans: the regions that are still subject to these measures 

converge in the group characterised by low satisfaction and low functionality. 

 

 

8.  Final remarks and future perspectives 

 

During the last decade, the decline in the IFO-Health national average value can 

be attributed to the significant reduction observed in 12 regions, with a particularly 

pronounced drop evident in much of southern Italy - which are far from the average 

and generally in regression despite the existence of Deficit Recovery Plans.  

Future perspectives of this contribution are related to the deepening of the context 

in which the analysis is carried out, considering the end of the pandemic, PNRR 

measures and the consequences for employment in health care institutions (MEF, 

2024; CE, 2022). One of the main improvements in the model considers the time 

series analysis of employment by type of contract, gender and qualification to study 

the development and improvement of skills and capacity for workforce planning at 

national and regional level. Finally, the study of all model components (process, 

output and outcome) is a crucial issue also to evaluate the segment of health 

institutions by type of public body (Istat, 2024). 
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ENHANCING ENVIRONMENTAL AND HEALTH STATISTICS 

THROUGH ARTIFICIAL INTELLIGENCE: A COMPARATIVE 

STUDY OF IMPUTATION TECHNIQUES1 
 

Simona Cafieri, Francesco Pugliese, Mauro Sodani 

 

 

 
Abstract. In an increasingly globalized world, addressing health, environmental 

sustainability and social inequalities is crucial and requires an integrated approach involving 

national statistical offices. The latter is increasingly called upon to develop statistical 

frameworks to facilitate informed policy-making. However, incomplete or missing data in 

questionnaires or registers may compromise the accuracy and reliability of results.  

The main objective of this study is to assess the effectiveness of different imputation 

methods using machine learning (ML) and artificial intelligence (AI) techniques in dealing 

with missing data in social surveys. To this end, a comparative analysis of different 

imputation techniques has been carried out, based on real datasets from the Istat Multi-

purpose Household Survey, where missing data are common. Preliminary results suggest that 

ML/AI-based imputation methods outperform traditional statistical techniques in terms of 

performance and robustness. 

The aim is to improve imputation techniques in official statistics to improve data quality 

on critical issues. 

 

1 Introduction 

The rise of artificial intelligence (AI) is having a significant impact on official 

statistics. AI methods provide solutions to data incompleteness and support informed 

decision-making (Sun et al., 2023). National Statistical Institutes have developed 

frameworks to support policy decisions, particularly in relation to environmental 

sustainability, health and social inequalities (Rigo, 2022). 

In Italy, these issues are of particular importance as they form the basis of the 

BES (balanced and sustainable well-being) indicators that underpin the government's 

economic and financial planning document (Istat, 2024). It is worth noting that a 

significant proportion of these indicators are based on survey data, which are prone 

to inaccuracy and unreliability if incomplete or missing responses are not addressed. 

The application of AI is a promising solution to the problem of missing data in 

surveys. Such methods can be used to predict and impute missing values, thereby 

improving the overall quality of statistical datasets. Traditional techniques such as 

                                                      
1 This work is the result of a close collaboration among the authors. 
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mean or median imputation often introduce bias, whereas AI-based methods can 

provide more accurate and impartial estimates. Several machine learning and deep 

learning models can be employed to impute missing data in official statistics. A 

substantial body of research has already been conducted to apply these methods, with 

positive results (De Fausti et al., 2023). This paper explores how AI can improve the 

quality of official statistics, focusing on the potential of machine learning (ML) and 

deep learning (DL) to improve the accuracy and reliability of health and 

environmental data. 

 

2 Related Works 

According to the literature, many deep learning and machine learning algorithms 

have been considered for 'data imputation'. Support vector machines (SVMs), a 

supervised learning method that identifies optimal hyperplanes for class separation 

in high-dimensional spaces, have been used to deal with missing values (Honghai et 

al., 2005). In addition, decision trees, which divide data into branches for decision-

making, are evaluated for interpretability and used for data imputation (Nikfalazar, 

2020). 

XGBoost (Extreme Gradient Boosting) improves model performance by 

combining predictions from multiple estimators and is known for its efficiency 

(Mitchell, 2017; Rusdah & Murfi, 2020). The k-Nearest Neighbours (KNN) 

algorithm classifies data points based on their nearest neighbours and is popular for 

missing value imputation (Guo et al., 2003; Pujianto et al., 2019). 

Linear regression models relationships between variables and is often used for 

predictive analysis (Montgomery et al., 2021). Random forest (RF) constructs 

multiple decision trees to improve model accuracy (Breiman, 2001) and has been 

used to impute missing values (Tang & Ishwaran, 2017). Long short-term memory 

(LSTM) networks capture long-term dependencies in sequential data and have been 

used to impute missing values (Hochreiter & Schmidhuber, 1997; Yuan et al., 2018). 

Gated recurrent units (GRUs) provide a simplified architecture for a similar task 

(Dey & Salem, 2017; Wang et al., 2022). 

 

3 Methods 

One of the main sources of social and household health data in Italy is the Aspects 

of Daily Life (AVQ) survey, carried out annually by Istat (Istat, 2022). AVQ 

represents an integral component of a unified system of social surveys. Indeed, 

collecting data is indispensable for understanding the daily lives of individuals and 

households. The survey provides information on the habits of citizens and the 

problems they face in everyday life through interviews with a sample of 20,000 

households, representing approximately 50,000 individuals. Since 2018, the survey 
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has been carried out using a sequential CAWI/CAPI mixed-mode technique. The 

survey investigates a range of social aspects, including education, employment, 

family and social life, leisure time, political and social participation, health, 

lifestyles, access to services and other factors relevant to the study of quality of life. 

These topics are investigated from a social perspective, with particular consideration 

given to behaviors, motivations and opinions as key elements in the definition of 

social information. The survey is included in the National Statistics Plan, which 

collates the statistical investigations that are required for the Country. However, it is 

not uncommon for questionnaires to be incomplete, which can affect the precision 

and dependability of the resulting data.  

To address this issue, we designed and implemented an imputation experiment 

by using the AVQ dataset from the 2021 survey comprising 735 variables. The 

presence of missing values in the dataset, frequently represented as blanks or NaN, 

is incompatible with scikit-learn estimators, which require all values to be numeric 

and significant. A fundamental approach is the complete case analysis, whereby rows 

(dropNA) or columns with missing values (list-wise deletion) are excluded. 

Nevertheless, this may result in a significant reduction of the available information. 

An effective strategy is to impute missing data by inferring it from the available data. 

Conversely, techniques such as the use of central tendency measures (mean, median, 

etc.) can be employed. This approach appears to be relatively straightforward and 

robust. However, there is a risk of underestimating or overestimating the true values, 

which could introduce bias into the resulting estimates. This phenomenon occurs 

when an algorithm produces results that are systematically biased due to incorrect 

assumptions, which are typically present in the data set or in the machine learning 

process.  

In this study, we used missing data imputation techniques known as 'regression 

imputation'. Essentially, this method estimates missing values using a regressor (e.g. 

support vector regressor or random forest regressor), with the missing variable as the 

target and the other variables as inputs. Regression imputation is divided into 

'deterministic' and 'stochastic'. The main difference between these two approaches is 

how the missing values are estimated and how uncertainty is taken into account. In 

deterministic regression imputation, missing values are estimated using a 

deterministic relationship between the variables. The trained regression model is 

used to predict the missing values for incomplete observations. The predicted value 

is used directly as an estimate for the missing value, hence the term deterministic. 

Deterministic imputation does not take into account the uncertainty associated with 

the estimate, so the predicted values are always the same for a given combination of 

input values. In contrast, stochastic regression imputation incorporates the 

uncertainty of the estimate into the imputation process. A stochastic noise term is 

added to the prediction. This noise term can be generated using the distribution of 
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residual errors from the regression model. For example, if the regression model has 

a residual variance of sigma squared, noise can be added extracting it from a normal 

distribution with a mean of 0 and a variance of sigma squared, resulting in a more 

realistic estimate. However, in our work we only used deterministic regression 

imputation, with the intention of exploring stochastic imputation adapted to machine 

learning and deep learning models in the future. As a final observation, we cannot 

directly impute regression values before preprocessing. The input predictor variables 

also contain missing data themselves, which would cause issues for the machine 

learning and deep learning models, as the libraries we used (i.e., scikit-learn or 

Keras) do not accept null values. Therefore, we imputed all input variables with 

missing values using a method called "Simple Random Imputation," which involves 

replacing the missing value with a random value. It is proven that this approach does 

not significantly affect the final estimate given the large number of variables present 

in our dataset. It is crucial to emphasize that the dataset for the subsequent machine 

learning models must adhere to specific rules and requirements to ensure optimal 

final imputation. Missing data should be random or at least analyzable; for example, 

it should be Missing Completely at Random (MCAR) or Missing at Random (MAR). 

In the event that the data is missing not at random (MNAR), the process of 

imputation becomes more complex. Regarding the percentage of missing data, 

datasets exhibiting a markedly high percentage of missing values (>50%) may 

potentially compromise the accuracy of the imputation models. It is optimal for the 

percentage of missing data to fall within the range of 12% to 50%. In the case of 

datasets with a missing data percentage lower than 12%, it would be preferable to 

utilize simpler imputation methods, such as setting the missing values to the mean 

of the variable or other constant values. Moreover, a significant proportion of the 

variables must remain complete, as these data points are indispensable for 

reconstructing the relationships between variables and predicting the missing ones. 

In particular, when employing deep learning models, it is crucial to ensure that the 

dataset is sufficiently large to enable effective training of the model, as these models 

typically require a significant number of samples to generalise effectively. 

Conversely, for a traditional machine learning model, the inclusion of a greater 

number of useful variables facilitates a more accurate prediction of the missing 

values. Additionally, the dataset must be structured in a way that meets the statistical 

production requirements. For example, existing values must be consistent with 

domain rules. In the case of a variable representing age, for instance, negative values 

or values exceeding a realistic threshold should be avoided. Imputation models must 

be capable of accommodating both qualitative variables, which should be accurately 

encoded using one-hot or ordinal encoding, and quantitative variables, which should 

be standardized or normalized in accordance with the models employed. The 

imputation process may be distorted by extreme outliers, particularly in the case of 
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traditional models such as KNN or regression. Outliers should be identified and 

managed, either through transformations or exclusion. Variables must have a stable 

and meaningful distribution, as this enables the models to accurately capture the 

patterns. Variables with highly imbalanced distributions may reduce the 

effectiveness of the imputation. Finally, for models such as linear regression or 

logistic regression, it is essential to reduce multicollinearity (strong correlation 

between independent variables), as this could negatively affect the imputation. This 

can be addressed using techniques such as the Variance Inflation Factor (VIF).  In 

the literature, this method is more efficient than other methods of replacing predictor 

variables with a zero, the mean, etc. (Kalton & Kish, 1984).  

In this work, we trained all the traditional machine learning models described in 

the previous section: SVM, DT, RF, XGBoost, KNN, and the most recent deep 

learning models: MLP, LSTM, GRU, CONV1D. The objective of the training was 

to create models for the imputation of the following health-related variables: The 

variables of interest were body mass index (BMI) for individuals aged 18 and over. 

The same models have been trained for the imputation of additional environmental 

variables, namely SODPOAP (resident satisfaction with household waste collection 

services). The ML and DL models were evaluated using a range of metrics that are 

appropriate for regression problems. The Root Mean Squared Error (RMSE), the 

Mean Absolute Percentage Error (MAPE), the Mean Absolute Error (MAE) and the 

R2 Score were employed for the assessment of the models. We observed that even 

though the RMSE yields absolute values, it was an adequate metric for comparing 

the performance of the different models and for their ranking. Accordingly, the 

trained models were ordered in descending order of RMSE, with the most effective 

model identified as the one with the lowest error. Furthermore, models that 

demonstrated minimal overfitting, as evidenced by a minimal discrepancy between 

the RMSE values for the training and test sets, were deemed the most optimal.  Prior 

to the commencement of the training phase, a train-test split was conducted, with the 

test set comprising 20% of the entire dataset. No pre-processing was applied to the 

traditional machine learning models, given that the data is entirely numeric and lacks 

qualitative variables. For the deep learning models based on neural networks, all 

numerical inputs were normalized between 0 and 1. The training phase used Python's 

Hyperopt framework to optimize hyperparameters for scikit-learn (ML) and Keras 

(DL) models. Given the strong impact of initial hyperparameters, optimization was 

integrated directly into each model’s training, adding computation time but ensuring 

optimal model selection, as Hyperopt returns the best model similarly to 

RandomizedSearch and GridSearch. Hyperopt is more efficient than these methods, 

using the Tree-structured Parzen Estimator (TPE) and Bayesian inference. TPE 

classifies parameter sets as “good” or “bad,” focusing sampling on “good” regions. 
Iteratively, Hyperopt refines probability estimates, narrowing the search and 
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optimizing models faster. All results here were obtained using Hyperopt.  The K-

nearest neighbour (KNN) method exhibited the shortest training time, at 0.03 

seconds, while the Gated Recurrent Units (GRUs) method demonstrated the longest 

training time, at 143 seconds. The remaining methods exhibited an average runtime 

of approximately 20 seconds, with the exception of Decision Trees and Linear 

Regression, which completed their execution in 0.4 seconds. Furthermore, XGBoost 

is optimized in terms of speed in comparison to traditional Gradient Boosting, which 

is known for its slow processing time and was therefore not included in this analysis. 

Regarding the deep learning models (MLP, Conv1D, LSTM, and GRU), the 

hyperparameters employed included a batch size of 32 (to ensure a sufficient degree 

of parallelism without unduly limiting the potential for parallelism or causing 

performance issues if the batch size were too high), a learning rate of 0.1, and 50 

training epochs for all models. The deep learning models required an average 

training time of 100 seconds, except the MLP, which required only 21 seconds. 

 

4 Results 

Upon completion of the training phase, it was observed that the combination of 

the most effective models varied depending on the variable being imputed. This 

finding may be related to the No-Free-Lunch Theorem (ADAM, et al. 2019), which 

sets a theoretical limit in machine learning. The No-Free-Lunch Theorem postulates 

that no single optimal machine learning model exists for every task. Consequently, 

the strength of our method lies in its capacity to identify the optimal model for each 

variable (for each variable, the task is completely distinct) to be imputed, which is 

meticulously selected from a vast array of models. About the health-related variable 

"BMI", the results for all the models are presented in Table 1.  

 

Table 1  Table of metrics of the models trained to predict the variable “BMI”. 

MODEL Training RMSE  Test RMSE 

LSTM 0.7489 0.7546 

GRU 0.7423 0.7551 

CONV1D 0.7637 0.7854 

MLP 0.7866 0.8122 

SVM 0.8524 0.8823 

KNN 0.6954 0.7949 

LR 0.6400 0.7936 

XG Boost 0.3898 0.7318 

RF 0.2666 0.7240 

DT 0.0000 1.0143 

 

It can be seen that the Deep Learning model is the most effective. Long Short-

Term Memory (LSTM) model. Table 2 presents a comparison of the descriptive 
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statistics (mean, standard deviation, and quartiles) calculated for the original 

variable prior to imputation and the imputed variable. This preliminary assessment 

indicates that the imputed distribution is not markedly disparate from the original 

distribution. 

 
Table 2  Table of comparisons between descriptive statistics of BMI and Imputed BMI 

(DetBMI). 

 

MODEL Mean  STD      MIN 25% 50% 75% MAX 

BMI 2.5695 0.7413 1 2 2 3 4 

DetBMI 2.4296 0.7683 1      2 2 3 4 

        

 

Figure 1 provides a comparison between the original distributions (omitting the 

nulls in the BMI column) and the distribution with imputed data (the BMI column 

without nulls plus imputed values).  

 
Figure 1  Comparisons among distributions charts for the variable BMI. 

Original data 
Original and 

imputed data 

Box plot 

comparison 

Only imputed 

data 

 

Furthermore, an analysis of the box plots of both distributions and the 

distribution of only the imputed values that replace the nulls is provided. As can be 

observed, the two distributions are similar, although a slight margin of error is to 

be expected at this stage. Figure 2 presents a further comparison between the mean 

and standard deviation of the imputed data and the original data. Furthermore, a 

comparison between the original and imputed univariate and cumulative 
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distributions is presented. The distributions are highly similar, which reinforces the 

assertion that AI models can markedly enhance the handling of missing data. 
 

Figure 2  Comparisons among means, standard deviations, cumulate and 

univariate distributions charts. 

 
  

  

 

With regard to the environmental variable SODPOAP, Table 3 provides a 

comparison of the metrics for all models, indicating that the Multi-Layer Perceptron 

(MLP) is the optimal model in this context. The most recent models exhibit a 

proclivity for overfitting, as evidenced by the markedly lower error rate on the 

training set in comparison to the test set. It is also noteworthy that, as anticipated, 

deep learning models demonstrate superior performance compared to machine 

learning models on these high-dimensional imputation datasets. Indeed, deep 

learning models consistently rank among the top performers, irrespective of whether 

they are recurrent or not. This suggests that the longitudinal (temporal) aspect of the 

data does not influence the models' performance in this particular dataset. In 
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comparison to traditional machine learning models, simpler models such as SVM 

and LR appear to demonstrate superior performance, whereas more sophisticated 

ensemble models like XGBoost and RF tend to exhibit a higher propensity for 

overfitting 
 

Table 3  Table of metrics of the models trained to predict the variable “SODPOAP”. 

MODEL Training RMSE  Test RMSE 

MLP 0.6843 0.6970 

GRU 0.6048 0.6190 

CONV1D 0.6169 0.6313 

LSTM 0.6020 0.6165 

SVM 0.6031 0.6189 

KNN 0.5347 0.6115 

LR 0.5093 0.6195 

XGBoost 0.2915 0.5315 

RF 0.1964 0.5337 

DT 0.0000 0.7211 

 

In Table 4, we present comparisons between descriptive statistics. 

 

Table 4  Table of comparisons between descriptive statistics of SODPOAP and Imputed 

SODPOAP (DetSODPOAP). 

MODEL Mean  STD      MIN 25% 50% 75% MAX 

SODPOAP 1.8563 0.6260 1 1 2 2 4 

DetSODPOAP 1.7666 0.5532 1   1.5    2 2 4 

        

 

Figure 3 presents a comparison of the original and imputed distributions of 

SODPOAP, while Figure 4 provides a comparison of the means, standard deviations, 

univariate, and cumulative distributions. As with the previous results, excellent 

results are obtained. However, it can be observed that the outcome and behavior of 

the models change depending on the difficulty level of the variable. The principal 

advantage of our methodology is the construction of a bespoke model for each 

variable to be imputed. The results demonstrate that deep learning models, such as 

long short-term memory (LSTM) and gated recurrent unit (GRU) networks, exhibit 

high performance in terms of root mean square error (RMSE) on every task, 

indicating their suitability for handling sequential data. Random Forest and XGBoost 

also demonstrated satisfactory performance, however, they tended to over-fit, 

rendering them unsuitable for the task of the imputation of missing values. The 

support vector machine models demonstrated reliable performance in imputation, 
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although they exhibited slightly higher root mean square error (RMSE) compared to 

the top-performing models. 
 
Figure 3  Comparisons among distributions charts for the variable SODPOAP. 

Original data 
Original and 

imputed data 
Box plot comparison 

Only imputed 

data 

 
 

Figure 4  Comparisons among means, standard deviations, cumulate and univariate 

distributions charts. 
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5 Conclusion 
 

The examination of health and environmental statistics offers a promising avenue 

for improving the quality and reliability of data. It should be noted that this research 

was conducted on a single dataset; however, it could have been performed on 

multiple datasets. However, we encourage you to consider a few points. The dataset 

is not a simple one; rather, it is essential for Istat's production needs. The objective 

was to concentrate on this particular dataset, comprising over 700 variables, to 

ascertain the limits of AI capabilities in the context of this specific imputation 

problem. Furthermore, the No-Free-Lunch theorem indicates that no optimal model 

or AI exists that can perform equally well on all tasks and datasets. All such 

applications are domain-specific or task-specific, and thus dataset-oriented. 

Consequently, even if the AI had been tested on all imputation datasets, it would not 

be possible to guarantee that it would always work. It can be stated with certainty 

that AI-based imputation methods can effectively address the issue of missing data, 

thereby enhancing the overall integrity of statistical surveys. However, it is essential 

to note that the most suitable model must be carefully designed and implemented for 

each imputation problem, as there is currently no general AI (AGI) that can be 

applied to all types of problems and datasets. A comprehensive analysis allows for 

the selection of the optimal model, the imputation of missing data using this model, 

and the subsequent evaluation of the quality of the imputed data. Future research 

should prioritize the development of a stochastic regression imputation method that 

more effectively preserves the variance between the original and imputed 

distributions, as well as the investigation of advanced models, such as Transformers 

and Generative Adversarial Networks (GANs), to further enhance the imputation 

process. 
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ENVIRONMENTAL CONCERN: A CULTURE OF TRUST 
 

Thomas Bassetti, Filippo Pavesi, Massimo Scotti 
 
 
 
 
 

Abstract. In this paper, we test the hypothesis that participation in cultural associations 
improves social capital, and more specifically generalized trust, which in turn fosters 
environmental concern. Using a dataset combining two large cross-national socioeconomic 
surveys and an instrumental variable mediation approach, we find that a measure of 
generalized trust fully mediates the relationship between people’s participation in cultural 
organizations and their environmental concerns. This result suggests that governments can 
increase citizens' environmental concern – a prerequisite for pro-environmental behaviors – 
by encouraging their participation in cultural associations. 

 
1. Introduction 

The 2005 Faro Convention and the EU Green Deal recognize the importance of 
cultural heritage and cultural activities in promoting sustainable development and 
environmental protection. A growing body of research underscores the role of 
cultural capital, specifically individual engagement in cultural activities, in fostering 
social capital and civic engagement (Hutter, 1996; Stolle and Rochon, 1998; Sacco 
et al., 2012; Campagna et al., 2020). Social capital, in turn, has been shown to 
influence pro-environmental behaviors (Macias and Williams, 2016).  

Furthermore, recent studies suggest that cultural consumption can drive specific 
pro-environmental actions. Crociata et al. (2015) found a significant positive 
relationship between consuming cultural goods and following waste recycling 
instructions, as well as between social capital and recycling attitudes. Agovino et al. 
(2017) showed that the positive impact of cultural participation on organic food 
consumption increases with the social orientation of cultural activities. Quaglione et 

al. (2017) found that socially oriented cultural activities lead to reduced electricity 
consumption, while solipsistic cultural goods consumption increases it. 

Despite this growing interest, there is limited understanding of the mechanisms 
through which participation in cultural activities affects environmental concerns and 
behaviors. This paper aims to analyze the relationship between cultural capital, social 
capital, and environmental outcomes. It hypothesizes that the impact of cultural 
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participation on environmental outcomes is mediated by social capital, specifically 
generalized trust.1 

Using two large-scale cross-national repeated surveys, we estimate a model 
where social capital (namely generalized trust) mediates the relationship between 
cultural participation and environmental concern. To address potential endogeneity, 
we use the single instrumental variable (IV) mediation approach proposed by Dippel 
et al. (2020). More precisely, we instrument participation in cultural activities with 
the level of importance respondents place on cultivating children's imagination. The 
importance of nurturing children's imagination reflects the concerted cultivation 
approach: a parenting strategy in which children participate in a wide range of family 
activities characterized by a wide breadth of cultural activities (Lareau 2003; Doepke 
and Zilibotti 2017; Wheeler, 2018; Borra and Sevilla 2019). Our findings suggest 
that this IV is not only relevant but also conditionally exogenous in terms of 
environmental concerns. 

Our results indicate that both the relationship between participation in cultural 
organizations and generalized trust, as well as the relationship between cultural 
participation and environmental concern are endogenous. When accounting for 
endogeneity, a strong mediation effect of generalized trust emerges, fully mediating 
the impact of cultural participation on environmental concern. 

Our study adds to the literature by explicitly investigating the mediating role of 
social capital in the relationship between cultural capital and environmental concern, 
disentangling the direct effect from the mediated one.  

Our findings suggest that promoting civic engagement in cultural activities 
enhances environmental concern through the development of generalized trust 
thereby providing valuable insights for policies aimed at fostering environmental 
sustainability and social cohesion. 

 
2. Data and Methodology 

2.1. Data  

Our data derive from a joint project involving two large-scale cross-national 
survey research programs: the European Value Study (EVS) and the World Value 
Survey (WVS). These two repeated surveys were initiated in the 1980s to measure 
human beliefs and values including occupational, social, political, moral, and family 
values. The EVS surveyed people living in European countries, while the WVS 
surveyed people living outside of Europe. Five European countries took part in both  
 

 

                                                      
1 Generalized trust can be defined as the trust accorded to individuals we do not know (Bac, 2009). According to the 
existing literature, generalized trust is one of the main components of social capital (see, e.g., Durlauf, 2002). 
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Table 1  Descriptive Statistics (41,160 obs.)  

 

Variable Mean SD 1st quartile Median 3rd quartile Min Max 

Dependent Variable 

Environmental concern 0.634 0.296 0.564 0.564 0.846 0 1.128 

Main Explanatory Variables 

Social capital 0.000 0.918 -0.545 -0.039 0.703 -2.320 2.648 

Culture 0.247 0.431 0 0 0 0 1 

Control Variables 

Age 43.275 16.380 29 41 56 16 82 

Female 0.503 0.500 0 1 1 0 1 

Religious 1.519 0.670 1 2 2 0 2 

Republican leaning 5.675 2.470 4 5 7 1 10 

Competition 5.935 2.674 4 6 8 0 9 

Demonstrations 0.738 0.729 0 1 1 0 2 

Happiness 2.164 0.699 2 2 3 0 3 

Health status 2.824 0.847 2 3 3 0 4 

Education 3.674 1.997 2 3 6 0 8 

Self-reported income 4.918 2.080 4 5 6 1 10 

Mills 0.067 0.031 0.045 0.062 0.084 0.006 0.250 

Excluded Instrument 

Imagination 0.225 0.418 0 0 0 0 1 

 
surveys: Germany, Romania, Russia, Serbia, and Ukraine. In this study, we utilize 
the first joint dataset covering the period 2017-2022 (EVS/WVS, 2024). 

Table 1 provides the main descriptive statistics for the variables entering our 
study.2 Our final sample consists of 41,160 observations with non-missing values in 
the dependent and independent variables. 

We use Item Response Theory (IRT) to construct our dependent variable, the 
Environmental Concern. In particular, Environmental Concern is the latent variable 
obtained from a graded response model (GRM) in which categories are not 
constrained to be the same across items (Samejima, 1969). Moreover, the strength 
of the relationship between an item and the measured construct (i.e., the 

                                                      
2 A description of the variables entering the analysis can be found in the online supplementary material. 
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discrimination parameter) may differ across items. This variable captures the 
subject’s concerns regarding environmental protection and trust in environmental 
protection movements.3   

The graded response model is also employed to create the variable Social Capital 

which is meant to capture generalized trust. Indeed, this variable is constructed using 
several items indicating whether the respondent trusts most people, family, 
neighbors, acquaintances, strangers, people of another religion, or people of another 
nationality.4  

The variable Culture measures cultural capital. Broadly defined, cultural capital 
includes art and literature, as well as lifestyles, community-building practices, value 
systems, traditions, and beliefs (UNESCO, 2001). Despite the broad academic and 
political acceptance of this definition, operational challenges (Romainville, 2015) 
have led influential empirical research to adopt a more practical approach based on 
participation in cultural activities. Following this approach, we operationalize 
cultural capital through involvement in voluntary organizations that promote 
education, arts, and music. Accordingly, Culture is a binary variable, assigned a 
value of 1 if the respondent is a member of such organizations. Table 1 indicates that 
about 25 percent of respondents belong to a cultural organization. 

Following Stern (2000), we control for socio-demographic characteristics such 
as age, gender, religiosity, political preferences, education, and self-reported income. 

 Wright et al. (2003) report a negative association between age and some 
sustainability concerns. Zelezny et al. (2000) show that more educated individuals 
and women are more likely to exhibit pro-environmental behaviors. Although the 
empirical literature on the relationship between income and environmental concern 
is mixed, some studies suggest that high-income individuals are more likely to 
participate in green electricity programs (Clark et al., 2003). Therefore, we control 
for self-declared income status. In line with Aldy et al. (2012) and Emiru and 
Waktola (2018), we consider political preferences and religiosity to account for 
ideological positions on ecological issues. For the same reason, we include subjects' 
attitudes towards competition and their propensity to attend lawful demonstrations. 
We also account for whether the subject felt happy and healthy during the interview, 
as depressed or sick individuals may be less concerned with social aspects like 

                                                      
3 The two questions entering the construction of the dependent variable are: i) what is more important: protecting 
the environment or economic growth? 1=protecting the environment, 2=economic growth, creating jobs, and other 
answers; ii) how much confidence you have in the Environmental Protection Movement (EPM)? 0=a great deal, 1= 
quite a lot, 2= not very much, 3= none. The dataset also contained a third question about the subject’s participation 
in environmental organizations. However, we preferred to exclude it because of potential omitted factors influencing 
the decision to participate in many social groups, including cultural ones. 
4 The coefficients of the graded response models as well as the item information functions associated with 
Environmental Concern and Social Capital can be found in the Supplementary Material available online. 
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environmental quality. Furthermore, to address self-selection issues in answering 
environmental questions, we computed the Mills’ ratio. 

Finally, Imagination is the variable that we use to instrument participation in 
cultural activities. This variable measures the level of importance respondents place 
on cultivating children's imagination. We expect Imagination to be highly correlated 
with respondents' likelihood to participate in cultural activities (relevance of the 
instrument). Indeed, according to the existing literature, this variable is indicative of 
the concerted cultivation approach (Lareau 2003, Doepke and Zilibotti 2017; Borra 
and Sevilla, 2019). This parenting strategy consists of involving children in a broad 
range of family activities characterized by a wide breadth of cultural activities 
(Wheeler, 2018). Thus, individuals who place a greater emphasis on children's 
imagination are also more likely to participate in cultural activities. At the same time, 
there are no apparent reasons to believe there will be a correlation between beliefs 
regarding the importance of imagination and concerns about environmental 
protection (instrument's conditional exogeneity). Nevertheless, we conduct a test and 
a sensitivity analysis to determine the validity of the exclusion restriction. 

 
2.2. Methodology  

To test the hypothesis that social capital mediates the relationship between 
participation in cultural activities and environmental concern, we first conduct a 
mediation analysis à la Baron and Kenny (1986), and then we use an instrumental 
variable (IV) approach to address potential endogeneity issues related to 
participation in cultural activities. More precisely, we adopt the methodology 
proposed in Dippel et al. (2020) to identify the causal chain between intermediate 
and final outcomes in a standard IV model without disregarding the endogeneity of 
cultural participation with respect to social capital and environmental concern. 

Based on Baron and Kenny (1986), we separately estimate the following 
equations: 

 𝑆 = 𝛽0 + 𝛽𝑆𝐶𝐶 + ∑ 𝛿𝑖𝑊𝑖𝑛𝑖=1 + 𝜀𝑆,                                                                      (1) 𝐸 = 𝛽1 + 𝛽𝐸𝑆𝑆 + 𝛽𝐸𝐶𝐶 + ∑ 𝜌𝑖𝑊𝑖𝑛𝑖=1 + 𝜀𝐸,                                                          (2) 

where C denotes the treatment variable (Culture), S is the mediator (Soc. capital), E 
is the final outcome (Env. concern), 𝑊𝑖 for i=1,…,n is a set of individual socio-
demographic characteristics and country fixed effects, and 𝜀 are the error terms. 
Therefore, we can estimate the indirect effect of Culture on Env. concern by simply 

multiplying 𝛽𝑆𝐶 with 𝛽𝐸𝑆, whereas the direct impact corresponds to coefficient 𝛽𝐸𝐶. 
Notice that, if we exclude the mediator (S) from Equation (2), the coefficient of C 
will represent the total impact of Culture on Env. concern. 
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However, traditional mediation analysis does not consider the possibility that 

both treatment and mediator may be endogenous. We must therefore change our 
identification strategy to address this important issue and claim a causal mediation 
effect of social capital. Dippel et al. (2020) show that a single instrumental variable 
suffices to identify both the direct and the indirect effects when the same unobserved 
confounders jointly influence the relationship between C and S and the relationship 
between C and E. This is the only identifying assumption that is needed to apply 
their methodology. 

Keeping the linearity assumption and given the availability of an instrument Ω, 
we can estimate a causal mediation model by using the following procedure: 

1) Considering that C is a binary variable, parameter 𝛽𝑆𝐶 can be identified 
through the following system: 

 𝑍 = Φ(𝑏Ω +𝑊𝜔),                                                                                            (3) 𝐶 = 𝛼0 + 𝛼1Z + ∑ 𝛿𝑖𝑊𝑖𝑛𝑖=1 + 𝜀𝐶,                                                                      (4) 𝑆 = 𝛽0 + 𝛽𝑆�̂��̂� + ∑ 𝜌𝑖𝑊𝑖𝑛𝑖=1 + 𝜀𝑆,                                                                      (5) 

where 𝑍 ≡ Pr⁡(𝐶 = 1|𝑊,Ω) and Φ(. ) is the cumulative distribution function of the 
standard normal distribution.5 

2) We then exploit the fact that the identifying assumption implies a new 
exclusion restriction (Dippel et al., 2020), using Z as an IV for S when 
conditioned on C. Formally, we compute parameter 𝛽𝐸𝑆 as follows: 

 𝑆 = 𝛽0 + 𝛾𝑆𝐶𝐶 + 𝛾𝑆𝑍𝑍 + ∑ 𝛿𝑖𝑊𝑖𝑛𝑖=1 + 𝜖𝑆,                                                           (6) 𝐸 = 𝛽1 + 𝛽𝐸𝑆�̂� + 𝛽𝐸𝐶𝐶 + ∑ 𝜌𝑖𝑊𝑖𝑛𝑖=1 + 𝜀𝐸.                                                            (7) 

We test the exclusion of Z in Equations (4)-(5) and (6)-(7) by using the 
methodology described in D'Haultfoeuille et al. (2021).6  

By denoting with X the potentially endogenous variable and with Y the outcome, 
we can write the exclusion restriction as 𝑌 = 𝑔(𝑋, 𝑍, 𝜀) = 𝑔(𝑋, 𝜀).7 D'Haultfoeuille 
et al. (2021) demonstrate that if there exists a point (𝑥∗, 𝑧, 𝑧′) such that 𝐹𝑋|𝑍(𝑥∗|𝑧) =𝐹𝑋|𝑍(𝑥∗|𝑧′) ∈ (0, 1), where 𝐹𝑋|𝑍 is the conditional distribution of X, then we can 

                                                      
5 Following Wooldridge (2010), given the binary nature of our cultural variable, we first estimated a Probit model 
for Culture, using as excluded instrument the dummy variable indicating whether respondents consider imagination 
an important dimension for children’s education, and then we used the predicted treatment probability as instrument 
in a linear two-stage least square estimator. As a robustness check, we repeat the analysis by considering the two 
variables entering our environmental score separately. Results can be found in the online supplementary material. 
6 Because in Equation (7) it is crucial to control for Culture, we first partial out the effects of our controls and then 
apply the test procedure proposed by D'Haultfoeuille et al. (2021). 
7 Notice that D'Haultfoeuille et al. (2021) keep the outcome function as general as possible, since their test relies on 
a control function method. 
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test the following exclusion restriction: 𝑌(𝑥∗, 𝑧, 𝜀) = 𝑌(𝑥∗, 𝑧′, 𝜀). The null 
hypothesis can be written as:   

 𝐻0: 𝐹𝑌|𝑋,𝑍(∙ |𝑥∗, 0) = 𝐹𝑌|𝑋,𝑍(∙ |𝑥∗, 1),⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡                                                 (8) 

where the conditional distribution of Y (i.e., 𝐹𝑌|𝑋,𝑍) is estimated using a kernel 

function approach and a bandwidth parameter. D'Haultfoeuille et al. (2021) prove 
that the Kolmogorov–Smirnov statistic is a powerful test against a fixed alternative 
hypothesis of the form: 𝐹𝑌|𝑋,𝑍(𝑦|𝑥∗, 0) ≠ 𝐹𝑌|𝑋,𝑍(𝑦|𝑥∗, 1) for some y.  

Finally, we also conduct a sensitivity analysis aiming to relax the assumption that 
our instrument is correctly excluded from the mediation equation (5) and the 
outcome equation (7) (i.e., 𝑍 ⊥ 𝜀𝐶 , 𝜀𝑆 and 𝑍 ⊥ 𝜖𝑆, 𝜀𝐸). More precisely, following 
Conley et al. (2012), we construct a confidence region for any possible correlation 
level between the excluded instrument and the error terms. This allows us to assess 
the robustness of our results with respect to violations of the exclusion restrictions.8 
 
3. Results 

Table 2 shows the estimates of Equations (1) and (2) with and without the 
inclusion of social capital. According to Baron and Kenny (1986), the coefficient of 
Culture reported in Column 1 represents the total effect of participating in cultural 
activities on the environmental concern. This effect explains approximately 10 
percent of the standard deviation of the environmental concern. Columns 2 and 3 
allow us to distinguish between the direct and indirect effects of cultural activities 
on the environmental concern. Column 3 provides the direct effect of Culture on 
Env. concern, which is about 86 percent of the total effect (i.e., 0.032 out of 0.037). 
Therefore, the mediation effect only accounts for a small part of the total effect. 
Indeed, we can compute the impact of Culture on Env. concern passing through Soc. 
capital by multiplying the coefficient of Culture in Column 2 with that of Soc. capital 
in Column 3. 

According to our findings, those who participate in cultural activities are more 
likely to trust other people. At the same time, those who have a higher level of trust 
in other people are also more concerned about the environment. This supports the 
hypothesis that, since environmental quality is a common good that requires 
coordination to be maintained and participation in cultural activities facilitates the 
development of generalized trust, individuals who participate in cultural activities 
may be more prone to concern about the environment if they feel that coordination 
is easier because they can trust others. 

                                                      
8 The results of both the test and the sensitivity analysis for the exclusion restriction are reported in the online 
supplementary material. 
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Table 2  Environmental Concern (41,160 obs.). This table reports the linear regression 

coefficients of our mediation model, including country fixed effects. 
 

Env. concern Soc. capital Env. concern 
 

(1) (2) (3) 

Culture 0.033*** 0.091*** 0.027*** 
 (0.006) (0.025) (0.006) 

Soc. capital   0.064*** 
   (0.004) 

Age -0.001*** 0.005*** -0.001*** 
 (0.000) (0.001) (0.000) 

Female 0.022** -0.035* 0.024*** 
 (0.009) (0.020) (0.008) 

Religious 0.006 0.053*** 0.002 
 (0.007) (0.019) (0.007) 

Republican leaning -0.011** -0.015** -0.010* 
 (0.005) (0.006) (0.005) 

Competition 0.002 0.011*** 0.001 
 (0.001) (0.004) (0.001) 

Demonstrations 0.049*** 0.111*** 0.042*** 
 (0.009) (0.017) (0.008) 

Happiness 0.030*** 0.099*** 0.024*** 
 (0.004) (0.014) (0.004) 

Health 0.008* 0.058*** 0.004 
 (0.004) (0.011) (0.005) 

Education -0.001 0.020*** -0.003 
 (0.002) (0.007) (0.002) 

Self-reported income -0.002 0.013** -0.003 
 (0.002) (0.006) (0.002) 

Mills -0.370 -1.149 -0.297 
 (0.334) (0.870) (0.342) 

Constant 0.611*** -0.808*** 0.663*** 
 (0.057) (0.111) (0.062) 

Country FE Yes Yes Yes 

R-sq (within) 0.036 0.046 0.067 

R-sq (between) 0.103 0.293 0.107 

Notes: Robust standard errors in parentheses. Significance: *p<10%, **p<5%, ***p<1%. 
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Table 3  Causal mediation analysis for linear IV models (41,160 obs.). This table reports 

the estimates of Equations (5) and (7), as well as the computation of the total, 

direct, and indirect effects of culture on the environmental concern. 

In Table 3, we re-estimated our mediation model controlling for endogeneity. The 
estimates of Equations (5) and (7) are presented in Panel A, whereas the 
corresponding direct effect, indirect (i.e., mediated) effect and total effect of Culture 
on the Environmental concern are presented in Panel B The direct effect is 
statistically insignificant and numerically negligible, whereas the indirect effect is 
positive and statistically significant. Thus, once we account for the possibility of 
omitted variables confounding the relationship between Culture and (intermediate 
and final) outcomes, the positive relationship between Culture and the 

Environmental concern is fully mediated by Social capital. Multiplying 𝛽𝑆�̂� = 1.992 
with 𝛽𝐸𝑆 = 0.285 gives us the indirect effect.  

The reason why IV coefficients (in Table 3) are larger than the OLS coefficients 
(in Table 2) is that the former capture a local average treatment effect (LATE). 
Specifically, whereas the OLS refers to the average impact of a unitary increase in 
cultural participation on environmental concern across the entire population, the IV 

 

A. Regression Coefficients 

 
Social Capital Env. Concern 

Culture (C) 1.992*** 0.007 

 (0.300) (0.006) 

Social Capital (S)  0.285*** 
  (0.047) 

B. Effects of culture on the environmental concern 

Total  0.574*** 

  (0.097) 

Direct  0.007 

  (0.006) 

Indirect  0.567*** 

  (0.126) 

Additional controls Yes Yes 

Country FE Yes Yes 

First stage F-statistic (C on Z) =81.161 

First stage F-statistic (S on Z|C) =80.060 

Notes: Standard errors in parentheses. Significance: *p<10%, **p<5%, ***p<1%. 
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captures the average impact of a unitary increase in cultural participation on 
environmental concern for only those who consider imagination important to 
children. Therefore, the IV estimates are larger given the heterogeneous population 
we are considering. In other words, the full mediation result only applies to 
individuals who indicated that imagination is an important quality for children. Since 
they represent 22.54 percent of the sample, a partial mediation effect can be observed 
among individuals who do not view imagination as being so important but who 
participate in cultural activities.  

More importantly, the IV estimates demonstrate a causal relationship between 
cultural participation and environmental concern passing through social capital. 
 
4. Conclusions 

This paper examines the relationship between participation in voluntary cultural 
associations and environmental concerns, focusing on whether generalized trust, a 
key component of social capital (Putnam, 1995), mediates this relationship. While a 
traditional mediation model found only a small partial mediation effect, an IV 
approach revealed that social capital fully mediates the impact of cultural 
participation on environmental concerns. Thus, public policies promoting cultural 
activities can enhance environmental concern and other socio-economic dimensions 
related to social capital.  

The study has two key limitations for future research to address. First, it lacks 
variables capturing environmental behaviors like energy conservation or recycling. 
According to Bamberg (2003), an environmental concern resulting from a situation-
specific cognition may influence certain pro-environmental behaviors without 
affecting others. Second, the dataset does not account for informal and unstructured 
cultural activities that contribute to cultural capital. Future research could also use 
social reforms promoting cultural activities to further explore this mediation 
analysis. 
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Abstract. Achieving net-zero carbon emissions goals requires tangible actions that regions, 

countries, sectors, and organizations should take to accelerate the energy transition along 

with a growing trend toward renewable energy sources. Digitalization, a phenomenon 

introduced by the transformative power of digital technologies, plays a key role in the energy 

transition process. Providing advancements in technology leads to significant changes in the 

way energy is produced, transmitted, and consumed. In light of that, the paper discusses the 

impacts of digitalization on energy transition by highlighting its benefits and crucial 

incentives favoring investment processes. In terms of policy messages, the paper suggests 

that policies based on a more integrated assessment of the links between the transforming 

energy sector and the overall economy would be needed. Moreover, regulations promoting 

financial incentives to support investments would be recommended to satisfy the novel 

paradigm of energy transition. 

 

 

4 Introduction 
 

The threats posed by climate change and the need to achieve global sustainable 

development goals (SDGs) necessitate a fundamental transformation of the global 

energy system. The SDGs report highlights the risks of climate change, including its 

impact on inequality and food security, which may undermine progress toward other 

SDGs. Given that energy use is the primary driver of global greenhouse gas 

emissions, transitioning to a sustainable global energy system is critical (Bogdanov 

et al., 2021). 

Up until the mid-19th century, traditional biomass—such as wood, crop residues, 

and charcoal—was the dominant global energy source. The Industrial Revolution led 

to a major change, with coal becoming the leading energy source, followed by oil, 

gas, and hydropower by the early 1900s. Nuclear energy only became part of the mix 

in the 1960s, while "modern renewables" like solar and wind began to play a 

significant role in the 1980s (Figure 1). 

Today, renewable energy sources are growing rapidly, with one-sixth of the 

world's primary energy coming from low-carbon sources like nuclear, hydropower, 

wind, solar, bioenergy, geothermal, and tidal power. However, oil remains the largest 
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global energy source, followed by coal, gas, and hydropower. Fossil fuel combustion 

accounts for about 75% of global greenhouse gas emissions, highlighting the need 

for a shift to low-carbon sources to achieve decarbonization. This transition is 

essential for transforming the global energy sector from fossil fuels to zero carbon 

emissions by the second half of the 21st century (Ritchie and Rosado, 2020). 

 
Figure 1  Global primary energy consumption by source. 

 
Source: Our World in data available at Global primary energy consumption by source (ourworldindata.org). 

 

The transition towards a more efficient energy system implies access to higher 

shares of renewable energy (RE) by reducing GHG emissions and water scarcity. 

Such process has already started with renewables providing more than 27% of 

the global electricity generation by the end of 2019, including about 11% generated 

by new renewable energy technologies, mainly wind turbines and solar photovoltaics 

(PV) (Bogdanov et al., 2021). 

The future transition of energy systems largely depends on a set of assumptions, 

methods, and objectives that should be extensively applied from a global perspective. 

In light of that, studying energy systems from a multi-level perspective appears 

relevant to understanding the implications that the transition path might have. 

Especially the link between technological innovation and social aspects represents a 

key drive to ensuring the sustainability of energy systems (Hansen et al, 2019).  

In that context, digital transformation reveals a top priority for both businesses 

and society. 

https://ourworldindata.org/grapher/global-energy-consumption-source
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Digital transformation is a phenomenon regarding the transformative power of 

digital technologies which have become integral to our daily lives, influencing 

households' work, communication, and behaviour as consumers. Specifically, digital 

technologies by connecting the physical and digital worlds, can satisfy 

individualized needs of consumers. Historically, digitalization has been helping to 

improve the energy sector. Indeed, the energy system has long been at the forefront 

of embracing novel technologies to produce assets, including reservoirs and 

pipelines, and, to improve quality and yields by minimizing energy use (Nazari and 

Musilek, 2023). The main goal of this technologically-driven dimension of the 

energy transition is the creation of Smart Energy Systems (SES, hereafter), i.e., 

providing inter-linkages between energy sectors to improve the efficiency and 

sustainability of future energy systems (Cantarero 2020). The rapid digital 

transformation in the energy sector, including smart grids and the energy internet, 

promotes a path toward more resiliency and flexibility in sustainable energy systems. 

Indeed digitalization addresses multi-energy connectivity and complementarity 

across regions through instant data collection, analysis, and sharing (Zhang et al, 

2023). 

However, the energy system's technological transformation requires consumer 

awareness, commitment, and active participation to ensure a fair and equitable 

distribution of its benefits (Cantarero 2020). 

In light of the significance of digital transformation in shaping the future, it is 

relevant to study the current status and impacts of this trend on energy sector and 

anticipate future developments and their potential consequences.  

This paper first reviews the literature on the economic growth-energy transition 

nexus to investigate the relationship between economic growth and renewable 

energy consumption. Second, it studies the impacts of digital transformation on the 

energy sector through a review of existing studies focusing on the technology-energy 

transition nexus. Moreover, it offers an overview of digital transformation at the EU 

countries level by assessing the impact of digital trends both on the demand and on 

the supply side.  

This study emphasizes the importance of coordinating energy storage and 

digitalization in the energy transition, highlighting the need for global attention to 

the relationship between energy and society. Policies should integrate the energy 

sector with the broader economy, promoting innovation in distribution systems and 

offering financial incentives to support smart grid investments in line with the energy 

transition.  

The remainder of the paper is organized as follows. Section 2 provides an 

overview of existing studies focusing on energy transition and its digital 

transformation. Section 3 discusses the main implications of digitalization in the 



202 Volume LXXIX n.2 Aprile-Giugno 2025 

 

energy sector both on the demand and the supply side. Section 5 presents the 

conclusions and policy implications. 

 

 

5  Literature review 
A growing body of studies focuses on the energy transition economic growth 

nexus. Khan et al. (2021) conducted an econometric analysis across thirty-eight IEA 

countries and found a positive relationship between economic growth and renewable 

energy consumption. They highlighted that the shift from non-renewable to 

renewable energy has significant economic externalities, with energy use acting as 

both a cause and facilitator of growth. Indeed, renewable power generation 

technologies accelerate new job creation. In this regard, Ram et al. (2020) estimate 

that global direct employment in the electricity sector raises from about 21 million 

in 2015 to nearly 35 million in 2050. Tzeremes et al. (2023) observed that higher 

economic activity in BRICS countries leads to increased carbon emissions, driving 

environmental degradation and emphasizing the need for a renewable energy 

transition. Economic growth, therefore, facilitates renewable energy consumption 

and accelerates the transition process. 

Another strand of the literature, instead, reveals a negative relationship between 

economic growth and renewable energy. Tsagkari et al. (2021) analyze how 

renewable energy can support both economic growth and degrowth through local 

energy projects on islands, using case studies from El Hierro (Spain) and Tilos 

(Greece). They suggest that these projects' goals—such as energy democracy, self-

sufficiency, and revitalization of local economies—align with degrowth principles. 

The study demonstrates that transitioning to renewable energy can enhance local 

control over resources and energy independence, leading to either economic growth 

or degrowth depending on community priorities. Similarly, Muazu et al. (2022), 

using a panel threshold regression model in 54 African countries, find a non-linear, 

negative relationship between renewable energy consumption and economic growth, 

with the impact varying at different stages of development. Bhattacharya et al. 

(2016) also report that while renewable energy generally promotes long-term 

growth, it may hinder short-term growth in countries with underdeveloped 

infrastructure or where investments in renewables divert resources from other 

sectors. Indeed, the energy transition process calls for higher and more diversified 

investment both by states and private investors. In this regard, Dong et al. (2022) 

highlight that renewable energy faces structural challenges in promoting sustainable 

development due to high capital and technology costs. They argue that financial 

incentives can improve factor allocation efficiency and enhance renewable energy 

technologies, positively impacting carbon emission efficiency. Tian et al. (2022) 

suggest that green stimulus plans are crucial for economic recovery and energy 
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transition, playing a key role in restarting renewable energy development. To address 

financing gaps, Qadir et al. (2021) propose involving financial institutions to support 

renewable energy investments through soft loans or crowdfunding platforms. 

Bayulgen (2020) examines the political and socio-economic factors influencing US 

local governments' energy transition policies, emphasizing that citizen concerns 

about the unpredictability of local reforms highlight the importance of a well-

coordinated policy champion configuration for successful clean energy 

implementation.  

In light of that, capacity for successful of energy transition depends from several 

aspects of a nation such as energy mix, potential for diffusing renewable energy, 

infrastructure, technological innovation and capacity to transform; as well as societal 

values and political ambition. Deshmukh et al. (2023) stress the need for 

international collaboration to address the unequal distribution of pollution’s impacts, 
with countries reliant on fossil fuels, particularly coal, facing higher pollution and 

health consequences, while those shifting to renewable energy generally experience 

lower pollution levels. Neofytou et al. (2020) find that Sweden has the most 

favorable conditions for energy transition, followed by Western Europe and Canada. 

Developing countries, which are more dependent on fossil fuels, play a critical role 

in achieving a low-carbon economy (Cantarero, 2020; Murshed et al., 2021). Nam 

and Jin (2021) advocate for energy efficiency regulations as an effective and low-

cost tool for carbon mitigation. 

Starting from the key role that innovation technology plays in the sustainable 

energy process, another strand of literature studies the link between digital 

technology and sustainable energy development. Wang et al. (2022) develop a 

measurement index system for digital technology levels and use a VAR model to 

demonstrate its role in reducing energy-related pollution in China. Similarly, 

Tzeremes et al. (2023) find that innovation and communication technology 

significantly influence energy transition in BRICS countries. Green technology 

innovation helps lower pollution from fossil energy, boosts clean energy use, and 

increases productivity, while also controlling waste emissions in production 

processes (Du et al., 2021). Renewable energy technologies not only mitigate 

environmental impacts but also generate new wealth and jobs (Ram et al., 2020). 

However, the effects of green technology on carbon productivity in less 

developed countries remain unclear. Du and Li (2019) show that technological 

progress enhances carbon productivity in high-income countries, but its impact in 

other economies is limited due to high costs. Similarly, Shahbaz et al. (2022) find 

that technology innovations contribute to the energy transition in high-income 

countries, but their impact varies regionally. 

The global trend towards digitalization has created substantial demand for 

advanced technologies in energy storage and other emerging sectors. Digitalization, 
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by promoting technological innovation, supports the transition to a low-carbon 

economy, especially in energy storage (Zhang et al., 2023). Look (2020) notes that 

digitalization fosters sustainable energy transitions by driving business model 

innovation. Bergman and Foxon (2023) show that digitalization influences energy 

demand, with its effects on energy consumption being shaped by individual and 

collective choices. Policymakers should focus on social well-being and 

environmental protection when promoting digitalization. Finally, Hansen et al. 

(2019) emphasize that the interaction of social and technical elements in models can 

vary significantly. 

 

 

6 Digitalization of energy system 

 

Digital technology plays a crucial role in the energy transition by driving 

decentralization and increasing connections between devices, producers, 

distributors, and users. This supports investments in renewable and distributed 

energy resources such as solar photovoltaics, energy storage, and electric mobility. 

The European Green Deal and the Digital Decade Policy Program 2030 outline goals 

for digitalizing the EU energy system, including installing solar panels on all 

commercial and public buildings by 2027, deploying 10 million heat pumps, and 

replacing 30 million fossil fuel-powered cars with zero-emission vehicles by 2030. 

Achieving these targets requires the adoption of digital technologies like smart IoT 

devices and 5G/6G connectivity (EU Commission, 2023).  

The term “Digitalization” refers to the increasing use of Information and 

Communication Technology (ICT) across various sectors, particularly in energy. It 

includes innovations like smartphones, mobile internet, GPS for location tracking, 

and real-time traffic data. Digitalization has been enhancing the energy sector for 

decades by integrating IT systems to manage assets such as reservoirs and pipelines, 

while also improving quality and efficiency by reducing energy consumption (IEA, 

2017).  

As for energy demand, digital technologies play a predominant role for sectors of 

transport, buildings and industry. For transport, connectivity allows entailing new 

mobility-sharing services by making the transport system more intelligent, efficient, 

reliable, and sustainable. Advances in vehicle automation and electrification, driven 

by digitalization, could transform transportation, with uncertain effects on energy 

use and emissions (Noussan and Tagliapietra, 2020). In the building sector, digital 

technologies can help reduce energy use by around 10% by 2040, especially in 

heating and cooling through smart thermostats and sensors (Asif et al., 2024). 

Digitalization also offers potential energy savings in the industrial sector, improving 
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process evaluations and leading to significant energy reductions with short payback 

periods (Erdogan, 2021).  

On the supply side, digital technologies have been used for years to enhance fossil 

resource recovery, improve production processes, reduce costs, and increase safety. 

The widespread adoption of digital technologies could lower oil and gas production 

costs by 10% to 20% (IEA, 2017). Additionally, it could improve geological 

modeling and optimize automation in the coal sector. In the power sector, 

digitalization may result in annual savings of approximately USD 80 billion by 

reducing operation and maintenance costs, thus minimizing unplanned outages and 

downtime (IEA, 2017).  

Table 1 describes the main contributions of the most important digital 

technologies in the EU energy sector. Based on the literature, Światowiec-

Szczepańska and Stępień (2022) highlight that digitalization enhances the energy 

sector by improving system stability, environmental protection, energy demand 

reduction, revenue, cost efficiency, and customer satisfaction. These benefits are 

driven by digital applications such as smart grids, optimized procedures, flexible 

systems, anomaly detection, and improved process efficiency, trust, and 

transparency.  

 

Table 1  Advantages of digital transformation in the energy sector. 

Main 

advantages 

of digital 

technologies 

1. System protection 

and stability 

2.Environmental 

safeguard 

3.Minimized 

cost 

4.Customer 

satisfaction 

Applications 

in energy 

sectors 

 

- Smart grid and 

optimized 

operations 

- Smart market and 

flexibility 

combination 

- Anomaly 

detection and 

prediction 

- Trust and 

transparency  

- Smart grid and 

optimized operations 

- Smart market and 

flexibility 

combination 

- Anomaly detection 

and prediction 

-Process efficiency 

 

- Smart grid 

and 

optimized 

operations 

- Smart 

market and 

flexibility 

combination 

- Smart 

home 

- Smart 

home 

- Trust and 

transparency 

Types of 

digital 

technologies 

Blockchain, Artificial neural networks (ANN), Internet of Things (IoT), 

Artificial intelligence (AI), Big data, among many others. 

1Source: Our elaboration from Światowiec-Szczepańska and Stępień (2022) 
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As well, digitalization through the increasing application of information- and 

communication technology (ICT), also impacts energy efficiency. Specifically, ICT 

technologies can help reduce energy demand through two main factors: 

2. Energy efficiency: ICT technologies optimize processes and improve 

efficiency, reducing energy consumption.  

3. Sectoral change: ICT can shift economic dynamics, reducing energy use in 

certain sectors or introducing more energy-efficient business models. 

In this regard, using analytical methodology, Lange et al. (2020) find that 

digitalization enhances energy efficiency and reduces consumption, although the 

extent of these reductions is uncertain due to "rebound effects." These effects occur 

when efficiency improvements lead to increased energy use, either through re-

spending savings or substituting other production factors with energy, limiting 

overall reductions in demand. Estimates of rebound effects vary, but they are 

generally significant enough to prevent substantial energy savings. Similarly, Xu et 

al. (2022) show that in high-income countries, digital transformation has driven 

innovation and system changes, resulting in smarter energy distribution and lower 

consumption. They also highlight how digitalization fosters low-carbon transitions 

in other regions through technology spillovers, promoting reduced energy intensity 

and improved efficiency. Overall, digitalization entails three main cross-cutting 

threats to the energy system including cybersecurity, privacy, and economic turmoil. 

Specifically, the digitalization of energy systems can make them more vulnerable to 

digital troubles, namely geomagnetic storms, and cyber-risks. Moreover, privacy and 

data ownership represent a major concern since more detailed information is 

collected, especially data about household energy use. Eventually, digitalization is 

influencing jobs and skill requirements in the energy sector by changing job patterns 

and tasks, causing work losses in some areas and creating new opportunities in others 

(IEA, 2017). 

 

4 Conclusions 

 

The threats of climate change require a fundamental transformation of the global 

energy system since energy use is the major responsible for global greenhouse gas 

(GHG) emissions. The rapid digital transformation in the energy sector, including 

smart grids and the energy internet, promotes a path toward more resiliency and 

flexibility in sustainable energy systems. Indeed, there is now widespread awareness 

that to achieve national and European objectives it is essential to increasingly 

integrate non-renewable sources programmable - a key element of the energy 

transition - safely and reliably in electrical systems, modernizing and strengthening 

them with the support of information and communication technologies (Valenti and 

Graditi, 2020). 
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In light of that, assessing the impacts of digital transformation on the energy 

sector appears relevant. Accordingly, the study investigates the role of technology 

innovation in the energy market by studying the techno-economic impacts of the 

digital trend on energy sectors.  

Given the relevant impacts that digitalization in energy transition entails 

throughout the economy, the paper suggests that such transformation cannot be 

considered far away from the broader socio-economic context. In light of that, 

policies based on a more integrated assessment of the links between the transforming 

energy sector and the overall economy would be needed. Finally, regulation should 

promote innovation in the distribution system and provide financial incentives to 

support investments in technology innovation projects and satisfy the novel 

paradigm of energy transition. In terms of future perspective, an integrated and 

multi-carrier energy networks based on digital logic, advanced and more complex 

that will allow integrated and coordinated management of energy needs (thermal and 

electrical) will be needed. This, in turn, will favour an even more effective 

exploitation of generation from renewable sources and ensure adequate levels of 

resilience and flexibility in the energy system by facilitating the achievement of the 

targets set to pursue energy transition at the global level. 
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TRAVEL ANALYTICS FOR BUSINESS INTELLIGENCE:  

THE CASE OF ITALIAN INSTITUTE OF STATISTICS  
 

Alessandra Dentini 

 

 

 

 
Abstract. In this paper, an administrative data base for internal use is treated to show the 

power of the Business Intelligence for increasing the efficiency of the management system. 

It is not just a tool for understanding the “status quo” of Istat human resources but it is a set 

of statistical analysis to construct a strategy for improving the “idea” of modern Public 
Administration. As part of the Business Intelligence (BI) process, organizations collect data 

from internal IT systems and external sources, prepare it for analysis, run queries against the 

data and create data visualizations, BI dashboards and reports to make the analytics results 

available to business users for operational decision-making and strategic planning. 

The duty travel information selected from administrative Istat data base are made up of a 

several variables which include employee identification data (registration number, profile, 

staffing plan), duty travel administrative data (number of assignments, duration, destination, 

object, and institution visited, cost center) and finally, the detail of the cost items for single 

duty travel expenditure (type of transport, board and lodging). 

  

 

1. Introduction 

 

In this paper, an administrative database for internal use is constructed to show 

the strength of  Business Intelligence for increasing the efficiency of the management 

system. It is not just a tool for understanding the “status quo” of Istat Human 
Resources (HR) but it is a set of statistical analysis to construct a strategy for 

improving the “idea” of modern Public Administration.  
The Business Intelligence (BI) is a technology-driven process for analyzing data 

and delivering actionable information that helps executives, managers and workers 

make informed business decisions (De Vivo, Polzonetti, Tapanelli, 2011). As part of 

the BI process, organizations collect data from internal IT systems and external 

sources, prepare it for analysis, run queries against the data and create data 

visualizations, BI dashboards and reports to make the analytics results available to 

business users for operational decision-making and strategic planning. In particular, 

statical analysis for BI plays a crucial role in: 

 data-driven Decisions: Statistics provides the tools to analyze vast amounts 

of data, uncovering patterns, trends, and relationships that might not be 
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obvious otherwise. Your research can contribute to this process by 

identifying new insights and correlations that can fuel innovative ideas; 

 quantifying Impact: Innovation often thrives on taking risks. Statistics helps 

assess the potential impact and viability of those risks. Your research 

findings can inform these calculations, providing a data-backed foundation 

for groundbreaking solutions; 

 benchmarking and Improvement: Statistics allows us to compare new 

innovations to existing solutions. Your research can create new benchmarks, 

measuring the effectiveness of emerging technologies or processes, and 

pushing the boundaries of what's possible; 

 hypothesis Testing and Experimentation: Innovation requires testing and 

refinement. Statistical methods enable the creation of robust experiments to 

validate new ideas and optimize their performance. Your research can 

contribute to this process by designing statistically sound experiments that 

yield reliable results. 

The duty travel information selected from administrative Istat database are made 

up of a several variables which include employee identification data (registration 

number, profile, staffing plan), duty travel administrative data (number of 

assignments, duration, destination, object, and institution visited, cost center) and 

finally, the detail of the cost items for single duty travel expenditure (type of 

transport, board and lodging) (Dentini, Mazziotta, Zeppieri, 2022). 

The data analysis covers the years 2009-2023 (Fourteen years of time series!) So 

that it is possible to assess the situation before, during and after the pandemic crisis. 

The first phase towards the construction of the database involved the 

transposition of the raw matrix to obtain the single duty travel for each record (row). 

The statistical analyzes used have extracted from a very large matrix of unstructured 

administrative data the information necessary to design strategic company policies 

aimed at saving and investing towards new strategies for enhancing professional 

skills. In fact, the ability to reduce the costs of missions through the signing of 

agreements with service providers is a goal that Istat will pursue in the coming years. 

The paper is one of the first example of Business Intelligence (BI) in Istat, in 

which data purely used for administrative matters are used to obtain useful 

information for the management of activities, economic savings policies, relations 

with other institutional organizations and much more. We are talking about a wealth 

of information to be exploited to increase the effectiveness of some internal and 

external processes of the Istat. 

The paper is structured as follows. In the second section, the pandemic effect on 

the tourism sector is presented; in the third section, the results of the anlysis are 

focused; in the fourth the concluding remarks are highlighted.  
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2. The pandemic effect on the tourism sector 
 

Following the pandemic, the tourism market experienced an unprecedented and 

extraordinary season. The geopolitical scenario further influenced the international 

environment. The rising cost of oil and energy, in general, led to widespread price 

increases in all sectors, including tourism, driving up prices for hotel and 

transportation services. 

 
Table 1  Cost variation (%) for flights and rail transport. 

 

 
 2021 - 2022 

 

2022 – 2023 

 

Domestic flights  21% 44% 

European flights  128% 43% 

Intercontinental flights  46% 16% 

Rail transport  14% 13% 
Istat 

 

Due to the economic crisis, the entire tourism industry has also suffered 

considerable hardship as a result of severe staff shortages mainly due to the large 

number of layoffs made between the year 2020 and 2021. During 2022, in the airline 

industry, the increase in airline ticket prices for international and domestic flights 

was due to both the increase in the price of fuel and a general increase in inflation, 

which led to a truly staggering increase in airline ticket costs. Istat has estimated, 

compared to 2021 that airline ticket prices have increased by 90 percen. This is a 

really significant and unprecedented price change, and the most significant increases 

are mainly in international flights. In 2022, airline tickets for international flights 

increased by 128% compared to the year 2021 and 92% compared to 2020. 

As for domestic flights, the change in air ticket prices in 2022 is smaller, in fact 

there was a 21% increase compared to 2021. 

The increase in airline ticket prices is also evident in 2023, in fact, the high fuel 

prices and other difficulties that have affected the industry have shown an increase 

in flight prices by an average of 40% compared to 2022 (Istat data referring to May). 

Note that as of May 2023, overall inflation was 8.3%. 

The largest increase compared to the year 2022 is in domestic flights, which go 

up by 44 %; while intercontinental flights show a smaller increase (16 %) compared 

to May 2022. The price increase related to passenger travel does not only affect air 

transportation; in fact, maritime transportation has also been mainly affected by the 

situation related to the increase in fuel costs. In 2022, sea transportation fares were 

increased by 19% compared to 2021, although looking at the trend of fares, there 

was already a 21% increase last year compared to 2020 (data not in tableIl costo 
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degli spostamenti ferroviari, come evidenziato in Tabella 1, mostra un aumento 

inferiore rispetto ai voli e al trasporto marittimo. In fact, prices increase 14 % from 

the year 2021 to the year 2022 and 13 % from 2022 to 2023. 

The hotel industry has been hard hit by the Covid-19 pandemic. The forced 

closure of many accommodations, staff reductions, and increased costs have had a 

significant impact on hotel supply and prices, with major consequences for business 

travel as well. According to Federalberghi's estimate, the closure of 180 hotels in 

Rome, as in other cities, has posed a real problem for those who have to go on duty 

travel. This reduction in supply, combined with increased post-pandemic demand, 

has made the sector less competitive, especially during peak season. 

The increase in flight and hotel prices, along with other critical issues in the 

tourism sector, has generated a significant impact on government business travel 

expenses. 

Entering into agreements with transportation provider companies and hotel 

facilities is an effective strategy to contain costs and protect the Public 

Administration from excessive outlays. This strategy demonstrates the 

Administration's focus on savings and efficiency, strengthening its image to 

employees and citizens. Entering into agreements requires careful evaluation and 

planning, which is already present in Istat's strategic policy (Dentini e Zeppieri, 

2023). 

 

 

3. Analysis of the results 
 

The descriptive analyses in this section allow us to focus on time-series data to 

study trends and increase awareness of appropriate strategic decisions. The goal of 

the analyses and to bring out evidence that can guide the decision maker in making 

optimal choices toward strategic business travel planning. In short, Business 

Intelligence becomes an irreplaceable tool for Istat's internal management. 

In the figure 1, Duty travel by year and destination is presented. From Figure 1 

we can see how the number of duty travel is distributed over the time period 

considered. It is easy to see how the duty travel peaks occur at the traditional 

censuses in 2010 and 2011 and the beginning of the continuous population census in 

2018 and 2019. It is evident that, during the Covid period, duty travel are drastically 

reduced. The number of duty travel abroad seems to be constant except for the Covid 

time.  

The average cost per year and destination is presented in the figure 2. Average 

costs show a constant trend except for the post covid time which is driven by a strong 

inflation. 
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Figure 1  Duty travel by year and destination- 

 
Our elaborations on duty travel data base 

 

 

Figure 2  Average cost by year and destination. 
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Figure 3  Average cost by year and transport supplier. 

 
Our elaborations on duty travel data base 

 

In Figure 3, the average cost per year and transport supplier is presented. The 

average cost of extra urban transport is constant throughout the time considered. The 

cost of using one's personal vehicle is constant over all time except in 2021 when 

there is a spike due to an inflationary push which drove up fuel costs. Morever, a 

conseguence of the pandemic time is the use of own vehicle in order to avoid  

infection. The average train cost is fairly constant over the years except for 2021, 

which shows a slight spike due to rising energy costs. The average airplane cost has 

a very variable trend, plummeting in 2021 and then rising to a peak in 2022. 

In Figure 4, we can see that the average days' duration of a mission is constant 

for both Italy and abroad. An exception is the value occurring during the pandemic 

(2021), in fact the average duration of duty travel (expressed in days) increases 

significantly. One possible explanation could be related to the use of own vehicle (as 

shown in Figure 3). The driver of the vehicle is the employee who performs the duty 

travel and therefore needs more recovery time. Another possible hypothesis could 

be the concentration of several activities in one duty travel. 
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Figure 4   Average day for duty travel. 

 
  Our elaborations on duty travel data base 

 
Figure 5   Average cost by exepense items (Italy). 
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In Figure 5, we can see that the average cost per item for transport and 

accommodation is remarkably similar over time. Interestingly, the curves of 

transport and accomodation engage after 2020 and instead declines after 2022, all as 

a result of the inflationary push and the following relapse.  

 
Figure 6   Average cost by exepense items (Abroad). 

 
Our elaborations on duty travel data base 

 

In Figure 6, the average costs per item of expenditure are presented. The 

breakdowns for transport and accomodation show more or less the same trend and, 

as in Figure 5, we can clearly see the inflationary pressure of the last years. 

Statistical analyses have shown us that the situation has become much more 

variable in recent years than at the beginning of the first decade. The pandemic 

certainly upset many market laws by causing inflation to rise and fall very abruptly. 

The analyses show us that in order to fight inflation, it is necessary to make 

agreements with suppliers in order to keep duty travel costs down. 

 

 

4. Conclusions 
 

 In an economic phase dominated by an abundance of data and limited time to 

make decisions, it is important to exploit information to be competitive and generate 

business actions. Business Intelligence (BI) is a broad term that encompasses the 

strategies and technologies used by organizations to collect, analyze, and interpret 

data.The goal of BI is to provide businesses with insights that can be used to improve 

decision-making, optimize operations, and achieve strategic goals. BI can be used to 
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analyze a wide range of data, including administrative data. Applying Business 

Intelligence and Analytics increase the productivity of your institution and Strategic 

choices become easier. 

Istat is starting a process of managerial growth in order to undertake activities for 

the coordination and use of strategies in order to provide technical-organizational 

support to the government structures of the Institute of Statistics.  

This research experience must be understood as inserted within the context of 

great innovation that statistics are going through from the point of view of the use of 

administrative sources in order to represent complex realities with increasingly clear 

images that can assist the stakeholders in strategic choices. Statistical analysis plays 

a crucial role in driving innovation in management field. Overall, the use of 

administrative data in BI techniques is a powerful trend that allows organizations to 

gain deeper insights, make better decisions, and drive innovation at a lower cost. 

Business Intelligence, traditionally associated with the private sector, is acquiring 

an increasingly central role in the public sector as well. Data analysis, in fact, can 

become a powerful tool for improving the efficiency, transparency and impact of 

administrative actions, significantly contributing to the creation of public value. 

The expression "Public Value" means the multidimensional well-being (social, 

economic, environmental, health, institutional, scientific, etc.) generated for the 

benefit of citizens, businesses and stakeholders (External Public Value) by 

leveraging organizational health, professional, infrastructural, digital, economic-

financial, Administration (Internal Public Value). 

The concept of public value is constantly evolving and refers to the ability of 

public administrations to generate and sustain benefits for the community. In this 

context, Business Intelligence emerges as a strategic tool for measuring, analyzing 

and optimizing the impact of public policies. 

The creation of external Public Value depends on the improvement of 

performance which, in turn, depends on the improvement of the health of the 

administration's resources: the creation of internal Public Value is, therefore, the 

prerequisite for the creation of external Public Value.  

Thanks to data analysis, it is possible to identify inefficiencies and optimize 

internal processes, leading to resource savings. 

The objective of this contribution is to use internal Istat administrative sources 

for exploiting statistical information to rationalize internal processes and carry out 

economies of scale for improving the organizational structure of the Institute. 

Besides, the goal of this scientific paper has been achieved: in fact, agreements 

were made with transport and hotel providers to reduce mission costs and to invest 

the savings in other research activities.. 

The results of the statistical analyzes demonstrate that the number of duty travel 

has been constant over time, therefore allowing forecasts to be made on the future 
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amount. Furthermore, the trend of the last year is strongly increasing; therefore, we 

are back to pre-pandemic situation. The analyzes agree in designing a scenario in 

which the agreements already made are already creating considerable advantages in 

the organizational and financial management of Istat.  

Istat is acting in a new direction, exploiting internal administrative sources to 

increase process efficiency and financial savings. the Italian Institute of Statistics, 

stands to gain significant advantages by combining its knowledge of BI statistical 

techniques with unstructured data for a modern working paradigm. 
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TERRITORIAL INEQUALITIES BETWEEN DIGITAL 

INNOVATION AND THE LABOUR MARKET1 
 

Francesca Carta, Ilaria Straccamore 
 
 
 
 

Abstract. Digitalisation has redefined the strategic choices of companies and the skills 
required by the labour market. In Italy, digital innovation continues to suffer from significant 
shortcomings, which are accentuated in specific territories. On this basis, the present study 
aims to contribute by analysing the relationship between the digital innovation of businesses 
and the digital skills of workers from a complementary perspective, with the ultimate 
objective of outlining the digital profile of the Italian regions. The analysis begins with the 
selection of labour market digitalisation indicators on the demand and supply side, processed 
by ISTAT and Unioncamere's Excelsior Information System. The relationship between the 
digital innovation of enterprises and the digital skills of workers is analysed through three 
composite indices to capture the degree of digitalisation of enterprises, the skill level of the 
workforce and the expected demand for digital skills in the labour market. The synthesis 
methodology used here is the Mazziotta-Pareto Index (MPI). The findings indicate 
significant regional differences in the digitalisation paths of firms and the workforce.  
 
 
1. Introduction 

 
The contemporary economy is undergoing profound transformations driven by 
digitalisation, globalisation and flexible specialisation (Semenza, 2022). 
Digitalisation has posed many changes, such as skill composition and increasing 
demand for advanced digital skills (Lorraine et al., 2022), making digital literacy a 
prerequisite for employment and economic inclusion. The demand for digital skills 
is projected to continue rising significantly, underscoring their critical role in 
enhancing business performance (OECD, 2023). Consequently, organisations are 
adapting by flattening hierarchies and emphasising broader competencies of human 
resources to meet the challenges of rapid technological advancement (Semenza, 
2022). Overall, these developments highlight the imperative for both individuals and 
institutions to embrace digital transformation and its implications on economic 
competitiveness and social progress. Digitalisation has the power to boost both 

                                                      
1 This article expresses only the opinions of the authors. Although the paper is the result of joint work, 
the sections are attributed as follows: paragraphs 1, 2 and 3 to Francesca Carta and paragraphs 4, 5 and 
6 to Ilaria Straccamore. 
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efficiency and well-being. However, it could widen inequality if it leaves some 
individuals or regions behind (OECD, 2023). In Italy, signs of digital territorial 
inequalities emerged from an analysis that, through the measurement of the 
European composite indicator Digital Economy and Society Index (Desi) at the 
regional level (rDesi), highlighted wide regional disparities in the levels of 
digitalisation throughout Italy—particularly between North and South (Benecchi et 

al., 2021). Although the gap between the northern and southern regions of Italy has 
not narrowed over the years, there has been a general improvement in digitalisation 
levels across all regions (Giannini et al. 2022). This finding is also confirmed by a 
specific analysis of the digital divide at the regional level conducted in 2023. The 
study, using a reduced version of the Desi index, shows a higher degree of digital 
penetration and technological development in northern regions (Bruno et al., 2023). 

In recent decades, the process of internal convergence has slowed, and economic 
crises such as the 2008 financial downturn and the COVID-19 pandemic have further 
exacerbated existing territorial disparities. Individuals from disadvantaged areas are 
more likely to have fewer opportunities to acquire the skills needed for the ongoing 
digital and green transitions (OECD, 2023). Consequently, European policies and 
Italian strategies, including the National Recovery and Resilience Plan (NRRP), are 
crucial for promoting digital development and reducing territorial inequalities. Based 
on the results of the previous literature and context analysis, this contribution aims 
to examine the degree of digitalisation in the labour market at the local level. It 
focuses on the relationship between the digital innovation of enterprises and the 
digital skills of the workforce, identifying common trends and regional specificities. 
More precisely, we analysed the digitalisation of labour supply and demand to 
compare the level of business digitalisation, the digital competencies available in 
different regions, and the digital skills required by companies. To explore these 
aspects, we have built three composite indices. These integrated analyses will help 
to identify the effects of digitalisation on the Italian labour market and measure the 
digital skill mismatch within it. 

 
 

2. The European approach to a sustainable digital transition 
 

The digitalisation process must be regulated to ensure that individuals without 
adequate resources are not excluded from its benefits (OECD, 2019). In 2023, 
recognising the strategic importance of digital technologies, the European 
Parliament declared 2021–2030 as the ‘Digital Decade’2 and set specific objectives 
to be achieved by 2030. This initiative aims to empower businesses and individuals 

                                                      
2 Decision (EU) 2022/2481 of the European Parliament and of the Council 
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for a human-centred, sustainable digital future, with progress monitored annually 
through the Desi. With this in mind, national programmes funded by the EU's Next 
Generation Fund have a minimum 20% share of funding for digital transformation. 
In Italy, more than a quarter of NRRP resources have been earmarked for this 
purpose, and the ambitious initiative ‘Digital Italy 2026’ has been defined. This 
intervention focuses on two main axes: digitalisation of public administration 
investment and an ultrafast network. This initiative joins that of the ‘Digital 
Republic’, a national strategy that aims to reduce the digital divide and promote 
education on the emerging technologies. Key goals for 2026 include reaching 80% 
of the population with at least basic digital skills, doubling the population with 
advanced digital skills and increasing the number of Small and Medium Enterprises 
(SMEs) using ICT specialists by 50%. The EU Council recently adopted conclusions 
on ‘The future of Europe’s digital policy’3 that aim to identify the main priorities of 
EU digital policy, which must be enhanced by attracting and maintaining a digitally 
skilled workforce and bridging the digital divide. 
 
 
3. Digital innovation state of the art: enterprises and labour force 

 
In Italy, there is a significant institutional debate on the impact of digitalisation 

on the labour market and the necessary policy responses. While Italian companies 
have made progress in adopting digital technologies, challenges persist in both 
upskilling workers and enhancing companies' capacity for innovation and 
digitalisation. According to the Excelsior Information System survey (2023), there 
is a growing discrepancy between the demand for digital skills and their availability 
in the workforce. In 2023, 58.1% of companies reported difficulties in finding 
professionals with the required digital competencies, marking a notable increase 
from previous years (41.8% in 2022 and 37.8% in 2021). Looking ahead, forecast 
2024–2028 emphasises that digital skills are expected to be increasingly in demand 
across various sectors (Excelsior Information System, 2024).  
 

3.1  Enterprises and the state of innovation 

The innovation of enterprises has had a strong acceleration with the COVID-19 
pandemic crisis. In the first epidemic phase (2020), digitalisation proved to be an 
essential ally in managing the crisis and mitigating its consequences in economic 
terms. The monthly surveys of the Excelsior Information System in May/June 2020 
on critical issues and the abilities of businesses to respond during the COVID-19 
lockdown period highlighted the centrality of digitalisation in riding out the crisis, 
                                                      
3 Council of the European Union 9957/24 ‘The Future of EU Digital Policy - Council Conclusions (21 May 2024)’ 
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mitigating its consequences and nurturing positive prospects for emerging from it in 
the following months. Comparing the firms that had adopted integrated digitalisation 
plans before the COVID-19 crisis with those that had not yet adopted them, the first 
group maintained business regimes unchanged from the pre-emergency ones in 
36.1% of cases, compared to 28.2% in the second group. Only 8.2% of digitalised 
companies considered suspending or closing down their activities, compared to 
12.1% of non-digitalised enterprises. The Italian government has enacted various 
measures to face the emergency and facilitate ongoing transformation, such as the 
establishment of the Digital and Technological Innovation Fund and New Skills 
Fund in 2020 (Relaunch decree n.34/2020). The COVID-2019 emergency has thus 
been translated into an innovative push of unexpected proportions that has helped 
our country to emerge from the bottom of the European and world rankings in terms 
of digital and innovation. In 2023, according to the second Digital Decade report 
(2024), most Italian SMEs have a basic level of digital intensity in line with the EU 
average (60.7% compared to the EU average of 57.7%). Progress has been 
particularly strong in the use of electronic invoices (97.5% in 2023 compared to the 
EU27 average of 38.6%) because the Italian government has put very strong 
regulations in place from 2014, with constant updates (ISTAT, 2023b). Moreover, 
in 2023, among Italian companies with at least 10 employees, 61.4% confirmed the 
use of cloud computing (a leading indicator of technological innovation) against 
45.2% of EU27 companies. Despite this, in Italy, only 8 out of 100 companies use 
artificial intelligence tools. In 55.1% of businesses, it is precisely the lack of digital 
skills that hinders the adoption of these technologies. Notably, the difficulties are 
most evident for SMEs. For example, activities that require more specialised skills, 
such as data analysis, are carried out by 25.7% of SMEs, compared to 74.1% of large 
enterprises (ISTAT, 2023b). 
 

3.2 Labour force and skills for the digital transition 

Digital transformation requires specific skills for the labour force and the 
population as a whole. Italy has major shortcomings in this area: in 2023, only 45.8% 
of people have at least basic digital skills (below the EU average of 55.6%), with 
gaps across all age groups and with a limited dynamic in recent years (European 
Commission, 2024). The second European objective of the Digital Decade in the 
axis of action relating to human capital is to reach 20 million specialist employees 
in ICT by 2030 (from approximately 9 million in 2022), with convergence between 
men and women (the latter currently accounts for less than 20% of the total). As in 
the rest of Europe, in Italy, the trend of employment in ICT professions has been 
more favourable than in the overall labour market. However, the growth of this 
segment in Italy between 2012 and 2022 was 27%, compared to 58% for the EU27 
as a whole. In 2023, employees in ICT professions represented 3.9% of the total in 
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Italy, and 4.6% in the EU27. In 2022, the number of graduates in ICT in Italy remains 
significantly below the forecasts of the EU Digital Decade (1.5% against 4.2% of the 
EU average), which has led to a shortage of qualified personnel for Italian 
companies. Additionally, there is a negative impact on the use of human capital and 
the availability of skills, especially digital skills, due to an increase in older workers 
(aged 65–69). 

 
 

4. The methodological approach 

 
As previously mentioned, the analysis focuses on measuring the degree of 

digitalisation in the labour market at the local level. From the literature review, we 
have drawn inspiration from the Desi and its Italian variant, the rDesi, and from the 
reduced composite indicator for measuring the digital divide at the regional level 
(Benecchi et al., 2021; Bruno et al., 2023; Giannini et al., 2022). The theoretical 
framework of these three studies has been partially reproduced; moreover, we have 
adopted different choices, motivated by the data at our disposal and the purpose of 
the work. Specifically, unlike the aforementioned works, the present study highlights 
two main innovations. Unlike previous studies characterised by the construction of 
a single composite index, our work involves the establishment of three different 
composite indices aimed at distinctly highlighting three aspects of labour market 
digitalisation: the transformation of enterprises, the skills of the workforce and the 
skills needs of businesses. Additionally, we have introduced the dimension of the 
digital skills needs of businesses as the link between the level of enterprises’ 
digitalisation and that of the workforce’s digital skills. 

 
4.1. Conceptual framework: indices, dimensions and selected indicators 

Three composite indices have been built: the Business Digitalisation Index, the 
Labour Force Index and the Digital Skills Prediction Index. Each index reflects 
different dimensions of analysis, and each dimension is measured by different 
elementary indicators, as shown in Table 1.  

The Business Digitalisation Index reflects the state of the digital transformation 
on the demand side and is structured along three dimensions: digital infrastructure, 
the integration of digital technology, and business e-commerce. This index is 
measured by 7 indicators (from ‘a’ to ‘f’ in Table 1) of the ISTAT survey “The Use 
of ICT by Businesses”, with reference to enterprises with at least 10 employees 
(ISTAT, 2023b). The Labour Force Index measures the level of digital skills on the 
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supply side4 and is structured along three dimensions: households’ connectivity, use 
of internet services, and digital skills. This index is measured by 12 indicators (from 
‘g’ to ‘r’ in Table 1) of the ISTAT survey ‘Aspects of Daily Life’, with an ad hoc 
module on the use of digital technologies by citizens (ISTAT, 2023a), and the ISTAT 
survey on “The Use of ICT by Businesses” (ISTAT, 2023b). The Digital Skills 

Prediction Index provides another measure on the demand side regarding the 
companies' forecasting needs for digital skills. This index is structured along the 
digital requirements for the professions dimension, consisting of indicators ‘s’ to ‘u’ 
in Table 1, which originate from the Unioncamere and ANPAL survey ‘Demand 
Analysis of Digital Skills in Enterprises’ (Excelsior Information System, 2023). 

The first two indices utilise stock data, whereas the third index relies on flow 
data. Indicators were selected based on their relevance, validity, timeliness and 
accessibility, aiming to strike a balance between redundancy and information loss. 
 

4.2. Statistical method 

Measuring a digital economy and society is a multidimensional phenomenon that 
requires the aggregation of many indicators. A composite index is formed when 
individual indicators are compiled into a single index based on an underlying model. 
It should ideally measure multidimensional concepts that cannot be captured by a 
single indicator (OECD, 2008).  

The synthesis methodology used in this context is the Mazziotta-Pareto Index, in 
the MPI version (Mazziotta and Pareto, 2020). It is a composite ‘non-compensatory’ 
indicator based on the hypothesis of ‘non-replaceability’ of the value of one 
elementary indicator with another. It also enables simplicity and transparency of 
calculation, robustness, and the immediate use and interpretation of results. These 
characteristics have made it particularly suitable for our purpose.  

All indicators are normalised into z-score, with an average of 100 and an average 
square error of 10. Therefore, the transformed values will be in the range of 
approximately 70–130. Based on the arithmetic mean of z-scores, the aggregation 
function is corrected by a penalty coefficient that penalises units with the greatest 
imbalances between the individual indicators while having the same average.  

All selected indicators have been selected with positive polarity; that is, as 
indicators in accordance with the analysed phenomenon. For the weighting system, 
we decided to assign the same weight to all indicators. 

 

                                                      
4 To measure the digital skills of the workforce, we used indicators related to citizens' digital skills. Since these 
indicators could also refer to the so-called ‘no workforce’ (such as inactive or retired people), we will use them as a 
proxy for the digital skills of the workforce. 
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Table 1 −  Indices, dimensions and selected indicators. 

Index Dimension Indicator 

B
us

in
es

s 
di

gi
ta

lis
at

io
n 

 

Digital 
infrastructure 

a. enterprises connected to internet through fixed broadband 
 

Integration of 
digital 
technology 
 

b. enterprises with a website or a homepage  
c. enterprises having Enterprise Resource Planning (ERP)5 software  
d. enterprises using at least one social media   
e. enterprises buying cloud computing services  

Business  
e-commerce 

f. enterprises active in e-commerce in the previous year in on-line 
sales, selling at least 1% of total sales  

L
ab

ou
r 

F
or

ce
  

Households’ 
connectivity 

g. households with internet at home 
 

Use of internet 
services 
 

People aged 14 and over who have used the internet in the last 12 months 
to access public administration online services to: 
h. download or print official forms 
i. make an appointment/make a reservation (e.g. clinics, etc.) 
j. get information about services, benefits, etc. 
k. request for certificates/documents (e.g. birth, residence, etc.) 
l. enrolment in school or university  
m. application for social security benefits (e.g. pension, etc.)  
n. persons aged 14 and over who have used the internet in the last 12 

months for the use of digital identity (SPID/CIE) 
o. persons aged 14 and over who have used the internet in the last 12 

months to purchase goods/services for private use 

Digital skills 
 

p. persons employed using computers with access to internet at least 
once a week 

q. persons aged 16-74 who have used the internet in the last 3 months 
and have at least basic digital skills  

r. 16-74 year old people who have used the internet in the last 3 
months and have digital skills above the basic level  

D
ig

it
al

 
S

ki
ll

s 
P

re
di

ct
io

n 
 Digital 

requirements for 
professions 
 

Predicted new entrants by companies for 2023 according to the ability to 
use: 
s. mathematical languages and methods  
t. internet technologies/multimedia communication tools 
u. Industry 4.0 technologies to innovate processes 

 
 
5. Results 

 
5.1. Business Digitalisation Index 

The Business Digitalisation Index shows that all the northern regions, except for 
Liguria and Valle d'Aosta, and Lazio in the centre, record the highest level of 

                                                      
5 Software to manage resources by sharing information between different functional areas (e.g. accounting, planning, 
production, marketing, etc.). It can be a standard, customized or a self-created software. 
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digitalisation, while the regions of the South lag behind (Table 2). The components 
of this composite index contribute differently to the results. The digital 

infrastructure of companies, measured by the fixed broadband connection, is highly 
and uniformly distributed throughout the territory (Italian average of 97.2% and 
standard deviation of 2.8%). The integration of digital technology by enterprises is 
measured by the number of companies that have a website/home page, ERP software 
and social media, and by enterprises that purchase cloud computing services. The 
use of websites is the most widespread technology (average of 69.7%); however, this 
is characterised by the most heterogeneous distribution between Italian regions 
(standard deviation of 9.9%). A technology less commonly used is ERP software 
(average of 37.7% and standard deviation of 7.4%). For all these components, the 
regions with the highest scores are mainly concentrated in the North, with the 
exception of Sardinia and Puglia for the use of social media and Trentino Alto Adige 
for a low percentage of companies using cloud computing services. E-commerce 
remains rare within Italian companies (average of 13.9%). In the regional ranking, 
Sardinia, Trentino and Valle d'Aosta are at the top, followed by Calabria and 
Campania, while Molise, Umbria and Liguria are the last three. Therefore, e-
commerce partially reduces the disparity between the North and the South of the 
country. This result is in line with the general evidence suggesting that e-commerce 
is relatively more widespread among regions with a higher concentration in the 
service economy. 
 

5.2. Labour Force Index 

The Labour Force Index shows a large disparity between the Centre-North and 
the South, with the exception of Sardinia (Table 2). The components of this index 
contribute differently to the results. Households’ connectivity has a wide and 
homogeneous spread in all the regions (average of 83.2% and standard deviation of 
3.4%). The use of internet services is measured by persons who use digital identity, 
online government services and websites, and who order or purchase goods or 
services online. The latter is the most widespread competence (on average 49.3%), 
while the use of public administration websites for the application of social security 
benefits, enrolment in school or university, and requests for certificates are the least 
used (average of 10.0%, 11.9%, 12.3% respectively). These components confirm the 
North-South gap, with Liguria being the only northern region below the Italian 
average, while Sardinia is the only southern region above the Italian average. Digital 

skills are measured by the employees of companies using the internet at work, by 
people who have at least basic digital skills or digital skills above the basic level. 
The former is the most widespread competence (on average, 51.6% against 23.4% 
for basic digital skills and 21.4% for digital skills above the basic level). All of these 
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indicators highlight the North-South gap, with the Lazio region at the top of the 
ranking for workers’ digital skills and citizens’ advanced digital skills. 
 

5.3. Digital Skills Prediction Index 

The Digital Skills Prediction Index measures companies’ predictive demand for 
digital skills required for the profession. With the other two composite indices, this 
index allows a better understanding of territorial dynamics, completing the picture 
of businesses’ digitalisation levels and the digital skills available in the territory, with 
the digital competency needs of companies. The ability to use internet technologies 
(e.g. desktop PCs, internet browsers, etc.) and manage visual and multimedia 
communication tools is the most widespread skill required by companies (on 
average, 63.4% of the predicted new entrants in 2023), while the use of mathematical 
languages and methods is the second (on average 50.6%). The use of Industry 4.0 
technologies (e.g. artificial intelligence, internet of things, data analytics, big data, 
etc.) is required for 37.1% of the predicted new entrants. The Digital Skills 

Prediction Index displays the highest variance among all three composite indices, 
showing a heterogeneous distribution across the territory. Lombardy and Piedmont 
are the regions with the greatest volume of requests for digital competencies, 
followed by Sicily, Calabria and Campania (Table 2). Valle d’Aosta and Abruzzo 
are at the bottom of this ranking. In particular, Lombardy and Piedmont, followed 
by the southern regions, are at the top of the ranking for the search for the ability to 
use internet technologies, multimedia communication tools, and mathematical 
languages. Southern regions, particularly Calabria and Sicily, ranked highest in 
terms of the search for the ability to use Industry 4.0 technologies. 
 

5.4. Regional profiles: an integrated overview 

Comparing the three indices used in this study reveals significant territorial 
divides in the digital skills of the workforce. Both the demand for digital skills by 
firms (Digital Skills Prediction Index results) and the supply of these skills (Labour 

Force Index results) show greater regional variability than the adoption of digital 
technologies by companies. Moreover, by comparing the blue map with the pink one 
in Figure 1, we observe that the spread of business digitalisation aligns with the 
distribution of digital skills available in the territories, indicating clear spatial 
patterns. Northern regions and Lazio show the most innovative digital systems and 
higher digital skills, while the rest of the country lags behind. This evidence could 
highlight a mutual relationship according to which the digital skills in the territory 
could not only contribute to the construction of a digital industrial system but also 
be fed by it (e.g. through training programmes being promoted by companies). 
Another consideration emerges by comparing the green map with the blue and pink 
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maps in Figure 1, where we can see that the demand for digital skills by enterprises 
sometimes reflects both business digitalisation and the dissemination of digital skills 
(e.g. Piedmont and Lombardy), but not always (e.g. Sicily, Calabria and Campania). 
This result could have several possible explanations. 

Figure 1 − Spatial distribution of the three composite indices by region. 

 
Source: ISTAT and Excelsior Information System 

The first one is that the business demand for digital skills is based on forecasting 
needs and, therefore, on provisional flow data, which implies that regions with low 
numbers of new entrants expected in 2023 could have acquired the necessary skills 
before. Another aspect is the stimulus provided by the European Cohesion Policy 
and the NRRP, which, with substantial funding, could have encouraged a greater 
demand for digital skills, especially for companies in the southern regions. In 2023, 
for example, as part of the National Strategy of Smart Specialisation, funding was 
allocated to companies in the southern regions. Another explanation may lie in the 
lower level of professional attractiveness of the South. 

 
 

6. Conclusions 
 

Digital innovation changes production processes and requires the adaptation of 
workers' skills. From this perspective, our paper analyses the relationship between 
enterprises’ digital innovation and workers’ digital skills by using a complementarity 
approach. We focus on measuring digitalisation at the regional level, comparing 
three aspects of the digital economy: the transformation of enterprises, workforce 
skills and business needs. This integrated analysis reveals regional disparities in the 
digital innovation paths of companies and the workforce, and highlights the skill 
mismatch in the labour market, which is pronounced in southern Italy. Moreover, for 
Italy, which lags far behind other EU countries in the digital transformation, the 
development of digital skills in human capital continues to be a major challenge.  
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Table 2  Business Digitalisation Index, Labour Force Index and Digital Skills Prediction 

Index at the regional level. Year 2023, Italy. 

REGIONS 
Business’s 

digitalisation Index 
Labour Force 

Index 
Digital Skills 

Prediction Index 
Piedmont 104.6 103.8 112.6 
Valle D'Aosta/Vallée d'Aoste 94.3 102.7 83.7 
Lombardy  105.8 111.6 114.3 
Trentino Alto Adige/Sudtirol 111.5 110.1 94.4 
Veneto   108.5 107.7 100.6 
Friuli Venezia Giulia   107.2 103.5 98.5 
Liguria   95.9 101.7 92.0 
Emilia Romagna   105.7 109.4 98.2 
Tuscany  96.4 105.2 90.0 
Umbria   100.6 101.7 90.9 
Marche   95.1 100.6 91.5 
Lazio   105.4 113.1 104.4 
Abruzzo   85.5 96.5 85.8 
Molise   86.5 91.0 105.0 
Campania   100.3 86.5 108.4 
Puglia   99.0 89.6 99.7 
Basilicata   95.5 90.4 106.2 
Calabria   93.9 81.8 109.4 
Sicily   99.0 86.6 113.8 
Sardinia   97.9 99.5 92.4 

Source: ISTAT and Excelsior Information System  

 
We believe that the methodological framework of this study and its results could 

be useful to monitor these issues over time and attempt to measure the effectiveness 
of policies, which will be fully assessed close to the deadlines of the European and 
national targets. 
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EXPLORING THE CONCEPT OF SOCIAL INNOVATION USING 

OFFICIAL STATISTICS1 
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Abstract. The concept of social innovation is linked to a new way of producing goods and 

services able to enhance the quality of life by developing new processes of integration in the 

labour market, creating new relations, meeting new needs (Mulgan, 2007). Moreover, the 

relevance of social innovation grows in the local development models as factor of change of 

territorial context (Moulaert et al., 2017). The agents of this process are different: public 

institutions, enterprises, nonprofit institutions. Within the Istat Research Project “The 
nonprofit sector as factor of local development and social innovation”, the concept of social 
innovation has been decomposed into its main dimensions in order to identify specific 

indicators able to describe the socioeconomic actor’s initiatives and to explore their role in 

the regional development. 

The Research Project applied a methodology based on the following steps: study of literature; 

breakdown of social innovation concept and definition of the dimensions to study; 

identification of indicators and the best territorial scale according to the research aim and to 

available data. A multivariate analysis was performed on data collected by Istat surveys on 

socio-economic units. In particular, the data sources were: Permanent Census of NPI, 

Permanent Census of Enterprises, Permanent Census of Public Institutions, Survey on 

Research and Development in enterprises and Community Innovation Survey (CIS). 

The paper describes the main results about the different steps of analysis, from the operational 

definition of the concept to the multidimensional analysis performed in order to explore the 

possibility of studying the social innovation by applying official statistics in territorial 

analysis. 

 

 

1. The Research Project 

 

The paper describes the results achieved with the Research Project “The nonprofit 

sector as driver of local development and social innovation”, approved by the 

Scientific Committee for the Innovation and scientific research Laboratories set up 

by Istat (2017/2018).  

                                                      
1 Although the contribution is the joint responsibility of the authors, sections 1 and 3.3 are attributed to 

Sabrina Stoppiello, sections 2.1 and 3.2 are attributed to Manuela Nicosia, section 2.2 and 3.1 are 

attributed to Stefania Della Queva. Final remarks and future steps (section 4) is the result of joint work 

by all the authors. 
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The aim of the Project was to analyse the role of nonprofit sector as factor of local 

development and social innovation, within the socio-economic context. Based on 

data analysis, a secondary objective was enhancing data availability, in order to 

create indicators able to measure social innovation at territorial level.  The Research 

Project applied a methodology based on the following steps: study of literature; 

breakdown of social innovation concept and definition of the dimensions to study; 

identification of indicators and the best territorial scale according to the research aim 

and to available data; multivariate analysis with explorative aim. In order to improve 

the measurement of social innovation within official statistics, new contents have 

been defined to be included in the surveys on socio-economic units.  

During the three years-Project, the concept of social innovation has been studied 

and explorative analysis have been performed by applying indicators from official 

statistics in order to enhance the statistical sources available. It is important to stress 

that the research have been carried out thanks also the cooperation with experts from 

University and the Third sector, whom contributed to enrich each step with their 

reflections and allowed to come up with a shared vision of results.  

 

 

2. Methodology and data 

 

2.1 Breakdown of social innovation concept and definition of data analysis 

dimensions  

 

The concept of ‘social innovation’ is closely linked to the economic and socio-

cultural changes that have arisen since the Second World War as a result of 

globalisation, international financial crises, as well as climate change and the 

increase and ageing of the world population. There was the need for European 

welfare systems to face new demographic, social and cultural challenges and, at the 

same time, to involve different actors, whom are in charge of community services in 

the definition of public policies. What emerges from the study of the literature is the 

polysemic nature of the concept, which has led scholars to identify different 

connotations and construct taxonomies to define its theoretical boundaries. We can 

find different theoretical approaches, which highlight different aspect of social 

innovation. One the most important comes from Mulgan, who defines social 

innovation as “new ideas that work in meeting social goals … Innovative activities 

and services that are motivated by the goal of meeting a social need and that are 

predominantly developed and diffused through organisations whose primary 

purposes are social” (Mulgan, 2007, p. 8). Among others, Moulaert (2017) 

underlines the connection between social innovation and the new models of local 

development. Social innovation takes play as factor of change of socio-economic 
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context. The new models of economics and way to produce goods and services, 

which lead to the concept of ‘social innovation’, refer to the development of new 
services that improve the quality of life of individuals and communities, the 

development of new labour market integration processes and new skills and 

professions, and the creation of new forms of participation (Murray et al, 2010). The 

actors in these processes are different in nature: public institutions, business 

organizations and nonprofit institutions.  

During the first step of research, the teamwork performed a brainstorming on 

social innovation definition, in order to compare different ideas and to develop new 

visions. Each definition was argued and each concept enunciated went into a shared 

picture, enriching the group's reflections. The ideas that emerged were reordered and 

grouped around four key-concepts, such as: Process, Objectives, Actors, and Results. 

The method of mind mapping (Buzan, 1995) was applied to the result of 

brainstorming. The mind map presents hierarchies and associations between 

concepts more clearly. The team worked with a digital mode during the lockdown 

period (in July 2020) addressing specific tasks: better specify the concepts already 

present; add more "branches" and sub-branches, i.e., other related concepts; add 

associations between concepts and branches (Figure 1). 

 
Figure 1  Mind mapping on social innovation concept implemented by the teamwork and 

experts. 

 
Source: Istat – Research Project (Innovation and scientific research Laboratories) 
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The final step allowed to identify the dimensions of social innovation to be 

studied. Social innovation concerns: 1) the pursued objective, which is linked to 

social needs, and focuses on community well-being; 2) the result achieved, in terms 

of services, products or creation of new relations; 3) the process, in terms of 

collective initiative able to change the community conditions; 4) the resources 

(human, economic and social) which social innovation involve when it takes action. 

Based on these four dimensions, single indicators were selected in order to measure 

the different aspects of social innovation.  

 

 

2.2. The selection of indicators and data analysis 

 

After the definition of conceptual model through the identification of the 

dimensions and sub-dimensions that characterize the concept of social innovation, 

the study involved into the operationalization phase by the association of the 

elementary indicators with the sub-dimensions. The variables, included in the 

analysis, were identified and selected by various statistical sources, which allowed 

us to obtain a very rich informative dataset.  

In particular, the data sources were the Permanent Census of NPI (2015), the 

Permanent Census of Enterprises (2018), the Permanent Census of Public 

Institutions (2017), the Survey on Research and Development in enterprises (2017) 

and the Community Innovation Survey-CIS (2018). Although the reference year of 

the data is different, it is necessary to underline that the sources have been selected 

to represent the information in a limited period and thus allow a comparison between 

the different data. Even though, in some cases, more up-to-date data exists, it was 

preferred to use those with a time reference closer to that of the census results, which 

play a central role in this analysis process.  

All selected variables, on which we built the set of indicators useful for 

investigating the phenomenon, are at the regional level so that the first indicators 

built refer to the presence/diffusion of public, profit and nonprofit institutions in 

relation to the resident population and of particular types/sectors of activity. 

The indicators relating to NPIs, which allow assumptions on the capacity of NPIs 

to generate social innovation, have been outlined based on some significant 

objectives, which can also be read in the analysis in terms of results (where 

produced). The objectives outlined are the reduction of inequalities and the social 

inclusion of disadvantaged and vulnerable people; the ability to reach new social 

categories; community wellbeing; the care of the commons; the economic 

development of the territorial context of reference; innovation in fundraising 

activities. Furthermore, another pillar on which social innovation is based is the 

creation of new relationships, therefore a fundamental indicator included in the 



Rivista Italiana di Economia Demografia e Statistica 237 

analysis is the spread of multi-stakeholder nonprofit institutions, capable of 

structuring significant relationships with different stakeholders (with different ways 

of involving them). Considering the subjects with which the NPIs structure 

significant relationships, two indicators were included in the analysis: the incidence 

of the NPIs which have beneficiaries as stakeholders and the NPIs that have public 

institutions as stakeholders. 

As regards public institutions, the main indicators are the services provided in the 

sectors of social assistance and personal services, environmental protection and 

sustainability, and the research and development activities (by direct or indirect 

management). The survey on R&D activities in public institutions made it possible 

to select indicators on the propensity to implement innovation-oriented policies and 

on the relevance of R&D public spending on (considered in terms of impact on GDP) 

which represents a strategic variable for measuring the competitiveness of economic 

systems. In the questionnaire for the multi-purpose survey of enterprises was 

included a new section to investigate social and environmental responsibility as well 

as the role they play in the implementation of initiatives of collective interest. Thanks 

to this section, many indicators were selected precisely following the articulation of 

the questions. However, as regards the dimension that refers to R&D activities, the 

indicators were selected from the information bases relating to the surveys on 

Research and Development and on Innovation in companies. 

A multivariate analysis was performed on data collected. In the principal 

component analysis carried out for exploratory purposes, a total of 46 numerical 

variables were taken into consideration, synthesized through linear combinations, in 

two synthetic indices (principal components), which allowed to outline the regional 

contexts.  For the purposes of providing a summary framework, the first two 

components were selected which reproduce 46% of the variance and which define 

the different dimensions of social innovation linked to the presence of different 

peculiarities of the non-profit sector, businesses and public institutions on the 

territories. As is known, the first principal component extracted is the one that 

reproduces the maximum percentage of variance (in our case 27.8%) and the second, 

orthogonal to the first, presents a slightly lower percentage of variance extracted 

(18.7%). Given the small amount of variance explained by the subsequent 

components, it was decided not to proceed with the interpretation of other 

components2. 

 

                                                      
2 The third component extracted reproduces the 10.8% of the variance. The study of the graphic 

representation of the components’ eigenvalues according to their order of extraction shows how the line 
presents a strong inclination in correspondence with the second component after which an inflection is 

recorded.  
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3. Results 
 

3.1 Profit and nonprofit sectors for community wellbeing 

 

The first component represents the role of nonprofit institutions for community 

wellbeing and their spread across the territories (Figure 2).  

The positive values of the index, related to the first principal component, are 

associated with the significant presence of nonprofit institutions (Inp in Figure 23) 

and enterprises in relation to the resident population (Imp). The public sector 

emerges as key-stakeholder of nonprofit institutions (Inpstpa), which build relations 

with different actors (Inpstake) as well. The index describes the presence of 

employees of nonprofit institutions engaged in the provision of services of social 

assistance and civil protection (Lav6). The identified component is also 

characterized by the presence of NPIs and enterprises dedicated to the economic and 

social wellbeing. On the one hand, the component synthesizes the relevant presence 

of paid workers in the sectors of Culture, sports and recreation (Lav1), Economic 

development and social cohesion (Lav6), Law, advocacy and politics (Lav7). On the 

other hand, the component describes the role of enterprises that have undertaken at 

least one action to reduce the consumption of natural resources and sustainably 

manage them (Azioni), by reflecting the commitment of these economic institutions 

in the future development of territories that is also achieved through attention to the 

environment. The indicators related to the presence of nonprofit institutions 

dedicated to the support of weak or struggling individuals (Inpsost) and oriented to 

fragile groups (Inpdis), with a role therefore in supporting social vulnerability, are 

associated with the negative semi-axis of the index. This typology is flanked by 

nonprofit institutions that recognize as stakeholders their beneficiaries (Inpdest), 

who are “at the center” of both planning and carrying out various social activities. 
The business sector is characterized by the presence of enterprises that have adopted 

at least one solution to promote environmental sustainability (Soluzion) or initiatives 

in favour of labour welfare and the development of equal opportunities within the 

company (Ben_lavo). The action of these economic actors also reaches outward, 

paying particular attention to combating poverty and social hardship (In_disag). The 

dense network of institutions is linked to the properly innovative component, which 

is that of research and development. Indeed, the variables referring to R&D activity 

in collaboration with external entities (Impcollr) and the high incidence of public 

R&D spending on GDP (Spesarsi) are found here. 

 

                                                      
3 Figure 2 shows the representation of the variables on the first two components; variables’ labels are 

included in brackets when each single indicator is described. 
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3.2 The role of different actors for the local development  

 

The second component provides a synthetic measure of the role which different 

actors (public, private for profit and nonprofit) play in the local development, by 

considering their offered services, the initiatives carried out in addressing 

community wellbeing, the care of common goods and driving to innovation (Figure 

2).  

 

Figure 2  Graphical representation of variables on the first two components. 

 
Source: Our data processing from Istat – Research Project (Innovation and scientific research 

Laboratories) 

 

Negative values of the index are associated with a strong prevalence of public 

institutions (Ip; Ul_ip) in the territory and related services, especially those for 

environmental protection (Ipparchi) and assistance, public charity and personal care 

(Ipassis). The for-profit sector is characterized by enterprises that carry out initiatives 

for the public interest (In_benco) and against poverty and social hardship (In_disag). 

Drive for innovation at local level is well represented in the index, both in the public 

and private sector. In fact, the component synthesizes the presence of R&D services 

provided by public institutions (directly managed by the PA and/or entrusted to third 
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parties) (Iprs) and the presence of enterprises that have carried out R&D activities in 

cooperation with other organizations (Impcollr). As for nonprofit sector, negative 

values of the Component are associated with NPIs oriented to solidarity (Inpsolid), 

NPIs which mission is caring of commons (Inpcura) and voluntarism on Culture, 

sport and recreation (Vol1), which represents the most relevant part of the sector.  

Positive values of the component represent a different contribution from actors to 

the local development. The index synthesizes the for profit sector investment on 

R&S, through the presence of enterprises that have introduced product and/or 

process innovations (Impinnov), the incidence of public (Spesarsi) and private R&D 

expenditure on GDP (Spesarsp), the incidence of business R&D expenditure 

(Spesar_a) and the average of regional expenditure on business innovation 

(Spesareg). Associated with these kind of economic actors are NPIs active in sectors 

more closely linked to hardship and social emergency. In fact, the component 

synthesizes the prevalence of NPIs focusing on vulnerability and the higher share of 

employment in sectors such as Health (Lav3), Philanthropy and promotion of 

voluntary work and International cooperation (Lav_8_9).  

 

3.3 The regional contexts through the two components 

 

The analysis of the Regions' scores on the first two components allows to describe 

the territories by considering the dimensions and to identify some homogeneities. 

Looking at the role of economic actors for the community wellbeing, Southern Italy 

shows a greater presence of NPIs oriented towards hardship and vulnerability, along 

with the presence of enterprises aimed at community wellbeing and at social 

responsibility. In the Autonomous Provinces of Trento and Bolzano, Valle d'Aosta, 

Emilia-Romagna, Liguria and Friuli Venezia Giulia there is a greater presence of 

volunteering and nonprofit institutions, of enterprises and networks between the 

various economic actors, as well (Figure 3). 

Emilia-Romagna, followed by Lazio, Lombardia, Toscana and Piemonte shows 

the highest scores on the second component outlined, which describe the role of 

different actors for the local development. These regions are characterised by 

investments in research and development, nonprofit employment in healthcare, NPIs 

dedicated to the disadvantaged and fragile categories. In the regions of Southern 

Italy, in the Autonomous Provinces of Trento and Bolzano and in Valle d'Aosta, 

there is high presence of public institutions active in the management of services on 

the territory, businesses oriented towards social responsibility and NPIs dedicated to 

the community and common goods (Figure 4). 
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Figure 3  Graphical representation of regional scores on the first principal component 

 
Source: Our data processing from Istat – Research Project (Innovation and scientific research 

Laboratories) 

 

Figure 4  Graphical representation of regional scores on the second principal component. 

 
Source: Our data processing from Istat – Research Project (Innovation and scientific research 

Laboratories). 
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In order to summarize the results of multivariate analysis, it is interesting looking 

at the position of Italian regions in the two component simultaneously (Figure 5). 

 
Figure 5  Regional scores on principal components. 

 
Source: Our data processing from Istat – Research Project (Innovation and scientific research 

Laboratories) 

 

In the second quadrant, at the top right (given by the intersection of the positive 

semi-axes of the first and second components), we find the regions in the Centre-

North of Italy, including Lombardia, Emilia-Romagna, Toscana and Veneto, 

characterised by the forms of social innovation identified by the second component. 

In these territories we find a capillary infrastructural endowment of enterprises and 

NPIs (among which those active in the cultural, sports and recreational sector and 

employing paid staff emerge). Crucial factors of development, such as private sector 

investments in research & development, high average of regional expenditure for 

business innovation and presence of enterprises that innovate and collaborate with 

other organizations are associated to those indicators. The region of Lazio stands out 

in this group because its socio-economic system, which is mainly characterised by 

the presence of NPIs dedicated to the various social emergencies and voluntarism 

committed to assisting vulnerable people. 

In the third quadrant of Figure 5, we find the Autonomous Provinces of Bolzano 

and Trento and Valle d'Aosta, whose socio-economic system is characterised by the 

high presence of the nonprofit sector oriented to the wellbeing of the community and 

to the care of commons and of volunteering linked to expressive, cultural and 

socialisation needs. In these contexts, the propensity of NPIs towards multi-
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stakeholder relations also prevails, especially with PA subjects, which is present to 

a capillary extent (to resident population ratio), offering specific services linked to 

environmental care, assistance and public charity, and research and development 

services. As for the business sector, we find the same high incidence of units to the 

resident population ratio, connected to enterprises that have taken at least one action 

to reduce the consumption of natural resources and apply the sustainability to the 

business management. 

Finally, in the fourth quadrant, the regions of Southern Italy are characterized by 

the presence of enterprises oriented to social responsibility, which have undertaken 

initiatives of community wellbeing, to fight poverty and social hardship, the 

incidence of which to the total number of enterprises is particularly evident in 

Calabria, Campania and Basilicata. In these territories, enterprises that have adopted 

solutions to promote environmental sustainability, such as the acquisition of 

voluntary environmental product or process certifications, the drafting of 

sustainability reports, and the designation of an internal contact person, are also 

widespread. The incidence of this kind of enterprises (out of the rest of enterprises 

in the region) is also important in Puglia and Sicily. The attention of for-profit sector 

to the human resources, through the adoption of measures to promote working 

wellbeing and guarantee equal opportunities within the company and thus favour the 

professional growth and empowerment of employees, is considerable especially in 

Calabria and Sardegna. As for the nonprofit sector, the presence of human resources 

involved in the social assistance and civil protection sector (both volunteers and paid 

workers) is significant in these territories. The presence of enterprises that have set 

up forms of collaboration with other actors (particularly relevant in the regions of 

Calabria, Sardegna, Puglia, Campania and Molise) can also be observed in these 

territories. Networking also characterises the nonprofit sector, consisting of 

institutions that involve their beneficiaries in the design and implementation of the 

various initiatives and nonprofit institutions providing services aimed at the 

community. 

 

 

4. Final remarks and future steps 
 

Although the results described come from an exploratory analysis, some 

interesting issues can be highlighted. The multi-actor aspect of social innovation: we 

can thus confirm the existence of a virtuous link between factors of social cohesion 

- fostered by the presence of a high number of nonprofit institutions focusing on 

vulnerability - and the presence of for-profit sector oriented to community wellbeing 

and to environmental protection (Venturi and Santuari, 2023). Therefore, it is 

necessary to study social innovation through the interdependence between economic 
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and institutional actors. A need to produce new statistics that are able to describe 

more accurately the social innovation in connection with the quality of life, 

especially in terms of resilient responses during crisis period, emerged from the 

analysis carried out. For this purpose, a new section was included in the 

questionnaire of the Permanent Census of Non-Profit Institutions 2021 in order to 

collect information about social innovation projects or initiatives carried out by NPI, 

i.e. the constituent elements of the project, the partnerships set up, as well as the 

territorial level of the projects. These data will allow to deepen the social innovation 

analysis by applying new statistics in a perspective of territorial analysis and 

comparability trough time.  
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WHAT TOOLS FOR A GOVERNANCE OF AI SOLUTIONS TO 

SUPPORT OFFICIAL STATISTICS?1 
 

Massimo Fedeli, Sara Letardi, Simona Pace 
 
 
 
 

Abstract. Artificial Intelligence (AI) refers to the ability of computers to perform repetitive 
tasks that would usually require the presence of human intelligence. AI can become a 
powerful tool in support of Official Statistics, innovating traditional approaches to statistical 
information production processes throughout the entire data life cycle. To fully exploit the 
potential of AI initiatives, it is not enough to adopt advanced technology solutions but it 
becomes strategic to integrate them into a reliable, transparent and consistent framework. 
While the speed at which AI solutions are being developed augurs an increasingly rich future 
of opportunities, it must also find producers of official statistics ready not only to embrace 
the innovative stimuli but also to know how to guide and govern them to take into account 
the ethical demands that such a challenge entails. This translates into the need to adequately 
increase the skills required in the various areas affected by AI while stimulating a reflection 
on how to equip oneself with a standardized approach and processes to develop AI-based 
solutions that are in line with the agency's strategic objectives. 
Istat has activated several experimental projects for the use of artificial intelligence to support 
the production of statistical information. 
In parallel, through dedicated workshops, training moments and monitoring of the initiatives, 
it is pursuing a path to build a specific framework for the introduction of AI in the Institute, 
with the aim of aligning the ethical priorities of AI, ensuring its inclusiveness and 
sustainability. 
In this paper, we present the Institute's experience in the conception, development, and early 
AI-based use cases, highlighting its challenges and most significant milestones. 
We also illustrate how, through the integration of use cases into a reliable and effective 
monitoring and governance ecosystem, AI applications can be overseen to mitigate their risks 
without reducing their innovative scope. 
 
 
1. Introduction 

 
In line with the three-year plan proposed by the Agency for Digital Italy for 

information technology in public administration (AgID ) 2024-2026 (AgID, 2023), 
the National Institute of Statistics, Istat, has started to adopt Artificial Intelligence 
                                                      
1 This article is the joint work of the authors, however paragraph 1 is written by Simona Pace, 
paragraphs 2, 3 and 4.1, by Sara Letardi, paragraph 5 is written by Massimo Fedeli. 
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(AI) in order to promote innovation in methods and technologies for the production 
and dissemination of statistical information and the increase of administrative 
efficiency while respecting the principles of transparency, reliability and 
sustainability. 

In general, public administrations (PAs), with regard to their role in the country's 
digitization process and their task of protecting the public interest face particular 
challenges in both the management and proposed regulation of artificial intelligence. 
Indeed, on the one hand, they play the role of a user, adopting AI technologies to 
more efficiently perform tasks related to their institutional mission; on the other 
hand, they directly support the technology, such as through the creation of 
infrastructure services or joining research programs or through the imposition of 
procurement criteria (Djefall, 2022). 

In its role as a public research organisation, Istat therefore adopts a responsible 
approach to managing the deployment path of the AI solutions it intends to develop 
or acquire. AI, if implemented without proper controls and assessments, potentially 
entails several risks, for example related to the way decisions are processed, privacy 
violations or security issues.  

The main tool to face this new challenge is the creation of a reliable, transparent 
ecosystem in line with international regulations and best practices, i.e. an AI 
governance framework that is in line with Istat's own characteristics and values.  

In the literature, a framework is defined as a set of tools, rules, processes, 
procedures and values aimed at ensuring regulatory compliance and alignment with 
ethical values of the AI solutions to be adopted (Mäntymäki et al., 2022).  

Following a path of innovation, the Institute has activated several experimental 
projects on the use of artificial intelligence to support the production of statistical 
information. In this context, it is pursuing the construction of a specific governance 
framework for the introduction of AI in the Institute. 

The aim of this article is to outline the path for the construction of the framework, 
starting with the context in which it is to be developed, defining its scope of action 
and outlining how it will be activated in the Institute, as well as possible future 
developments.  

The construction of the framework within the Institute will be as "agile" as 
possible, providing for constant and continuous updates to keep pace with the rapid 
technological developments in AI and the evolution of national and international 
regulations. 

By integrating planned or developing use cases into a reliable and effective 
monitoring and governance ecosystem, AI applications can then be overseen to 
mitigate their risks without stifling their innovative scope. 
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2. Opportunities and challenges for official statistics 

 
Several definitions of Artificial Intelligence can be found in the literature, in this 

paper we will refer to the definition contained in the AI ACT, published in the 
European Official Journal on 12 July 2024, at Art. 3, point 1:  

" AI system’ means a machine-based system that is designed to operate with 
varying levels of autonomy and that may exhibit adaptiveness after deployment, and 
that, for explicit or implicit objectives, infers, from the input it receives, how to 
generate outputs such as predictions, content, recommendations, or decisions that 
can influence physical or virtual environments"  (European Parliament, Council of 
the European Union, 2024). 

For example, AI makes it possible to analyse and process large amounts of data 
in real time, automate complex processes, improve operational efficiency and 
ultimately make more informed and timely decisions. In addition, by assisting 
researchers in their work, AI can bring innovation to the entire process of statistical 
data production, from data collection, through respondent support tools such as 
dedicated chat bots, to data dissemination, such as semantic searches of statistical 
information or the use of virtual assistants to respond to user queries (HLG-MOS 
White Paper, 2023). In particular, Large Language Models (LLMs), with their ability 
to automatically sort textual data into predefined categories, can be used to code and 
classify collected information under the supervision of researchers, integrating both 
current methodologies and accumulated experience in organisations. Or they can 
help to simplify data cleaning and pre-processing activities by identifying and 
correcting errors, missing values or inconsistencies (HLG-MOS White Paper, 2023). 

Finally, as part of the Italian AI strategy, it is planned to promote the definition 
of approaches for generating synthetic datasets that can be used in specific 
application contexts. It will be essential to support the use of Privacy Enhancing 
Technologies (PETs), i.e. digital solutions that allow the collection, processing, 
analysis and sharing of information while protecting the confidentiality and privacy 
of the data, thus encouraging participation (AgID, 2024). 

At the same time, the adoption of AI raises specific ethical issues (Benanti, 2022)  
different stakeholders throughout the cycle of an AI solution, be it a product or a 

service (De Almeida et al., 2021). 
In general, trustworthy AI relies on three essential and closely related elements: 

legality, which ensures consistency with applicable regulations; ethics, which 
ensures adherence to ethical values and principles; and robustness, which involves 
careful monitoring and mitigation of the risk of causing intentional or unintentional 
harm (AI HLEG, 2019). 
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3. Tools and methods for AI governance. 

 
With the publication of the Artificial Intelligence Regulation (AI Regulation) in 

the Official Journal of the European Union on 12 July 2024, Europe has set the 
course to ensure that AI in the European context is trustworthy and respects 
fundamental rights and the basic principles of democracy and the rule of law. 
Specifically, the Regulation sets out a number of principles and regulatory solutions 
that will have an impact in public administration in several areas, from respect for 
fundamental rights to ethical principles, from methods of legal risk analysis to the 
need for new skills and organisational models (Fondazione ICSC, 2024).  

 
Figure 1 - AgID Decalogue, abstract. 

 
 

As mentioned in the introduction, currently in Italy, the AgID Three-Year Plan 
for Information Technology in Public Administration 2024-2026 outlines a general 
framework for the introduction of AI in public administrations and, in the light of 
the European regulation, has been supplemented with a decalogue of points of 
attention2 for the adoption of AI in PA, a brief summary of which we present in 
Figure 1. 

In addition to the regulatory framework, the development and adoption of AI 
solutions must necessarily take into account both ethical principles, which are not 
always promptly translated into legal norms, and the interests of users and, more 
generally, the requirements expressed by stakeholders. 

The set of tools, rules, processes, procedures and values that collectively aim to 
ensure ongoing alignment with ethical principles, applicable legislation and, more 
generally, an organisation's own values and goals is called AI governance 
(Mäntymäki et al., 2022). However, although the importance of AI governance has 

                                                      
2Cfr. 
https://www.agid.gov.it/sites/default/files/repository_files/documentazione/Degalogo%20AgID%20I
A%20nella%20PA.pdf  

https://www.agid.gov.it/sites/default/files/repository_files/documentazione/Degalogo%20AgID%20IA%20nella%20PA.pdf
https://www.agid.gov.it/sites/default/files/repository_files/documentazione/Degalogo%20AgID%20IA%20nella%20PA.pdf
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been widely emphasised, there are relatively few practical systems for understanding 
and implementing these principles, i.e. defined AI governance frameworks, 
including guidelines and best practices for organisations (Mäntymäki et al., 2022). 

In order to develop a framework at the Institute, we analysed what exists in the 
international landscape and drew on the experience of other international public 
institutes and private IT or IT consulting companies. 

 
 

4. Istat's experience 

 
The definition of the governance of AI applications in the Institute is based on 

the analysis of the best practices present in the national and international landscape, 
taking into account the indications of the AgID and integrating the different 
methodologies used in both the public and private spheres, adapting them to the 
specific context of a research institution such as the National Institute of Statistics. 
The aim is to provide practical guidelines and organisational tools for the Institute's 
units that develop, apply or use artificial intelligence technologies.   

From the comparison with the elements described, three pillars have been 
identified which, taken together, form the backbone of AI governance at Istat: 

 Innovation  
 Data and rules  
 People 
Each pillar, as illustrated below, is in turn made up of a series of activities that 

define and characterise it and which, as a whole, translate the ethical principles and 
standards that inspire them into lines of action through the identification of specific 
objectives.  

The pillars influence each other through mutual interaction and integration, 
facilitating communication flows between the various structures involved. For 
example, regulatory compliance involves the implementation of the "rules" defined 
in the development of AI solutions throughout their lifecycle. The adoption of new 
technologies to bring about "innovation" is based on the growth of skills and 
continuous professional updating, i.e. the training of "people", whether they are 
developers or users of the applications adopted. 

In order to illustrate the main points of the framework to be set up, the following 
is an illustrative and non-exhaustive summary of the actions identified to implement 
the AgID indications contained in the Decalogue, shown in Table 1. 
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4.1. Innovation 

 
The first pillar, Innovation, is characterised by the analysis and evaluation of 

existing and developing AI applications at the Institute and the definition of tools to 
ensure that AI solutions are developed, commissioned and monitored in accordance 
with AgID recommendations and the Institute's values and strategic objectives.. 

Research and advisory firm Gartner (Ramos et al., 2023), has observed that in the 
early stages of testing generative AI, organisations focus their attention on technical 
pilots that deliver incremental improvements, making it difficult to identify and 
prioritise the potentially most impactful generative AI use cases. Instead, there is a 
need to manage the governance of requests to implement new AI solutions and 
identify which use cases are prioritised over others.  

In the use case discovery phase, AI solution proposals are identified and 
catalogued. Then, for each use case, the teams involved, the objectives, the 
timeframe for implementation, the data used to develop or deploy the AI solution, 
and any costs to be incurred are identified.  It also identifies any risks and/or 
criticalities that have been or may be encountered in the course of development or 
deployment, and what mitigation measures can be put in place in relation to the risks 
and criticalities identified. Finally, the indicators that will be used to measure the 
effectiveness of the results obtained will be defined. 

In summary, based on the analysis of the needs expressed and the innovation plan 
of the Institute, AI use cases are analysed in terms of defining the objectives, 
activities, data and technologies used in AI applications.  

The path of identification, monitoring and evaluation of the use cases is in line 
with the indications provided by AgID for the governance of AI, as summarised 
below:  
 

Table 1  Innovation. 
 

AgID Indication Requirement Actions 

Improvement of services and 
cost reduction 

Approve new use cases 
against criteria shared with 
management 

Define and apply priority 
criteria for use case adoption 

Improvement of services and 
cost reduction 

Control and monitor approved 
use cases 

Create and update the Use 
Case Catalogue 

Sustainability Ensure the sustainable use of 
resources that are dedicated to 
AI solutions 

Promote the reuse of IA 
solutions 

 
As an example, here is an extract from the catalogue of use cases used at the 

Institute for the exploratory phase of approved projects. 
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Table 2  Catalogue of use cases in Istat – extract. 

 
Use cases Goals Benefits 

Single point of contact Implement a generative AI 
solution within the Single 
Point of Contact.  
 

Improve the quality of information 
provided to users in terms of 
consistency and accuracy.  
Improve user satisfaction by 
simplifying access to the system.  
Improve the Institute's reputation: 
create a strong identity image, more 
modern and in tune with the times.  

Semantic search engine Implement a search engine 
on the new institutional 
website.   

Ability to respond more quickly and 
accurately to internal and external 
requests, identification of previously 
unknown document insights. All this 
will improve the quality of the service 
provided to users.  

Experimenting with the 
use of ia to access istat 
data 

Definition of a solution that 
supports users in the guided 
navigation of IstatData, 
through the use of 
generative AI. 

The project aims at enhancing the 
information assets produced by Istat 
through the controlled use of a 
solution based on generative AI. In 
this project, the main challenge is to 
produce results that are controlled by 
avoiding that in the prompting phase 
the AI algorithms produce 
uncontrolled effects. 

 

 
4.2. Data and Rules 

 
The second pillar, Data and Rules, aims to identify and define the processes, 

procedures and guidelines needed to implement the ethical and regulatory principles 
of AI governance. Particular attention will be paid to how the data needed for AI 
applications is collected, manipulated and subsequently disseminated. 

In this context, an operational model of AI governance will be defined, 
identifying roles and responsibilities at both project and organisational levels.   

After analysing the recently published AI ACT regulation, the risk level of AI 
applications will be assessed and possible mitigation measures will be identified.  
Finally, continuous monitoring of activities and evaluation of results will ensure 
various aspects, such as alignment with innovation objectives or compliance with 
regulations, and seize opportunities for continuous improvement, using the various 
governance tools developed.  

For this purpose, it is necessary to continuously collect and update project 
documentation, in particular for those aspects that concern ethical issues, such as the 
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data and models used. The use of templates such as scorecards or other ad hoc tools 
makes it possible to monitor the lifecycle of AI solutions and clarify the frame of 
reference in which they are developed and/or used (Lu et al., 2024). 

With reference to the AgID indications, several lines of action have been 
envisaged, by way of example: 

 
Table 3  Data and Rules. 

 
AgID Indication Requirement Actions 

Risk analysis Identifying and mitigating risks 
associated with the use of AI 

Defining and constantly updating 
risk assessment forms. 

Transparency, 
accountability and 
information 

Ensuring compliance with 
regulations  

Recognition and monitoring of 
project documentation for AI 
solutions Definition of roles and 
responsibilities and processes 

Privacy and security Ensure users privacy Establish training courses on the 
responsible use of AI 

 
One of the first processes defined in this area concerns the adoption of new use 

cases, which can be summarised as follows: 
 Indication of the strategic objectives or needs of the Institute. 
 Creation of a transversal working group 
 Experimentation of a Proof of Concept (POC) that includes the minimum 

functionality and technology required to validate the case.  
 Comparison with top management for possible approval and allocation of 

resources for the development of the POC 
 POC implementation 
 Evaluation of the results obtained by top management and possible approval 

of the POC to go into production. 
 Go to production 

As a first step towards monitoring and managing the growing number of solution 
projects and the resulting AI systems, a transversal organisational structure has been 
put in place at the Institute, in line with international best practice. The aim is to 
monitor and link the initiatives of the various operational structures, ensuring 
alignment with institutional objectives and working closely with the IT and 
methodology teams for data management and the integration of AI into applications, 
with the communication teams to promote cultural growth, and with the legal teams 
to ensure compliance with the relevant regulations. 
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4.3. People 

 
The third pillar, People, is dedicated to those within the Institute who use AI 

applications or are involved in the development of innovative solutions. 
A fundamental element in building an AI framework is the design of actions to 

promote training and cultural growth to develop the necessary skills and awareness 
regarding the use and development of AI solutions.  

On the one hand, training activities will be generalist in nature, to bring non-
specialist personnel closer to AI issues and their responsible use, thus aiming at 
training future AI users. On the other hand, they will be aimed at a smaller and more 
experienced contingent, with the aim of enhancing and consolidating the skills of 
those who will be involved in the design and implementation of AI solutions. 

At the same time, streams of communication with the outside world will be 
activated in order to strengthen the positioning of the organisation with its 
stakeholders and contribute to the cultural growth of the country.  

According to AgID, the following are planned in this area: 
 

Table 4  People. 

 
AgID Indication Requirement Actions 

Training and skills 
development 

Promote AI literacy to all staff Set up courses, seminars 
Disseminate information 
material. Assess existing skills 
and align them with those 
required by AI.  

Training and skills 
development 

Promote Istat's positioning 
towards stakeholders. 
Participate in the cultural 
growth to promote a conscious 
use of AI systems 

Participation in dissemination 
events on AI; activation of 
internal communication lines. 

 
At Istat, more than 20 hours of training were provided to staff, both specialised 

and non-specialised, on various AI-related topics, both general and more specialised. 
AI ACT refresher courses and participation in national and international events are 
planned. 

The 15th National Statistics Conference, held on 3-4 July 2024, was dedicated to 
the topic "Official Statistics in the Age of Artificial Intelligence3. In addition, an area 
dedicated to artificial intelligence has recently been activated on the Institute's 
intranet with the aim of disseminating information on artificial intelligence, 
illustrating its potential for the Institute and presenting ongoing use cases. This area 

                                                      
3 https://www.istat.it/en/event/fifteenth-national-conference-of-statistics/  

https://www.istat.it/en/event/fifteenth-national-conference-of-statistics/
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is a work in progress and will be updated as experiments and training events are 
added. To complete the picture, links to European and national legislation will be 
collected, as well as AgID indications, and finally, events and talks dedicated to the 
topic will be reported.  

 
 

5. Conclusions and outlook 

 
Several experimental projects will be started at the Institute, including 

participation in research programmes related to the development of the Italian LLM, 
through agreements with public bodies, universities, and private entities, in line with 
the Italian Artificial Intelligence Strategy (AgID, 2024). The framework will 
therefore be activated in the field and in "agile" mode, in order to seize opportunities 
for continuous improvement and to adapt dynamically to the different application 
areas of AI solutions. 

The next step is to achieve ISO/IEC 42001 - ARTIFICIAL INTELLIGENCE 

MANAGEMENT SYSTEM CERTIFICATION, which sets out the requirements for 
establishing, implementing, maintaining and continually improving an artificial 
intelligence management system. 

AI governance is not just about ensuring one-off regulatory compliance, but must 
maintain ethical standards over time. As such, it is a system that, by its nature, is 
constantly evolving to keep fe with technological advances and regulatory 
developments. It is therefore itself subject to continuous monitoring and evaluation 
to ensure that it is effective, adaptable and in line with emerging objectives and 
needs, and that it promotes ethical and responsible digital innovation. 
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TRAINING MODEL AND INTERVIEWER PERFORMANCE IN 

THE PERMANENT POPULATION CENSUS1 
 

Nadia Mirante, Antonella Bernardini, Nunzia Balì 
 

 
 
 

Abstract. Training interviewers is crucial in survey design to minimize interviewer effects, 
which impact non-sampling errors (partial non-response, refusals, and measurement errors) 
and data quality. Istat has developed expertise in training interviewer networks and 
continuously works on strategies to improve and harmonize its training model, adapting to 
societal changes and respondents' lifestyles.  

This study examines the effect of interviewer training on survey performance to improve 
the training program. The data analyzed relate to the performance of 5,894 interviewers 
trained for the 2023 Italian Population Census "List" survey.  

To explore the relationship between training and fieldwork performance and identify 
interviewer profiles, we used a statistical classification method (decision tree), considering 
socio-demographic and geographical factors as potential covariates.  

The results represent a crucial step toward the ongoing use of statistical methods to 
enhance the data collection process. 

 
 

1. Introduction 
 
The quality of produced data depends significantly on the quality of the data 

production process. In recent decades, awareness of this connection has solidified, 
leading to greater attention on both upstream (design) and downstream (processing 
and analysis) data quality. 

In the realm of Official Statistics, Eurostat has outlined quality principles for both 
the statistical process and the statistical product (Eurostat, 2017). These principles 
have been adopted by Italy through the Codice Italiano per la qualità delle Statistiche 
Ufficiali (Istat, 2022), recognized as a best practice for the production of Official 
Statistics internationally. This is complemented by the ESS Quality Assurance 
Framework, or ESS QAF (Eurostat, 2019), which identifies methods and tools at the 
institutional or process level to ensure compliance with the Code’s principles, 
thereby promoting good practices. While the Code’s principles tell us what to do, 

                                                      
1 The authors share contents and views expressed in this paper. However N. Mirante drew up the 
sections 1 and 2; A. Bernardini the section 3 and N. Balì the section 4. 
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the GSBPM (Generic Statistical Business Process Model) guides us on how to do it. 
Developed by UNECE (2019), the GSBPM describes and defines the set of processes 
necessary for the production of official statistics, providing a standard framework 
and harmonized terminology to assist statistical agencies in modernizing their 
statistical production processes and sharing the methods used. Additionally, it serves 
as a model for evaluating and improving the quality of these processes. 

Since the 1990s, Istat has systematically worked to ensure the quality of statistical 
information and the service provided to the community. This has involved adopting 
the aforementioned principles and models and drafting various quality guidelines 
(Istat, 2012; Istat, 2018) to illustrate the principles to be followed in the design, 
execution, and control of a statistical survey, as well as to describe the quality 
requirements that statistics must meet. 

These guidelines also include principles concerning interviewers and their 
training, specifically: 

 The principle “D.2.4. Interviewers” from the Istat guidelines for the quality 
of statistical processes states: “Interviewers must be selected, trained, and 

monitored in such a way as to ensure that the data collected are as accurate 
as possible” (Istat, 2012); 

 The principle “C.2.” from the SISTAN quality guidelines for statistics states: 
“To ensure the quality and completeness of the information collected, 

careful attention should be paid to the selection and training of interviewers. 

Additionally, the data collection phase should be monitored during the 

process and evaluated afterward using appropriate tools and objective 

indicators” (Istat, 2018). This principle identifies two monitoring indicators 
for interviewers: 
o Average daily number of interviews per interviewer (workload); 
o Total response rate per interviewer (number of completed interviews 

out of those planned). 
Among the various aspects to consider in the design and execution of a direct 

statistical survey, one of the most important is the training of interviewers. Proper 
training is crucial to minimize the interviewer effect, which significantly impacts 
non-sampling error (e.g., partial non-response, refusals, and measurement error), and 
thus the quality of collected data. However, interviewer training is often an 
overlooked aspect in reducing interviewer effects in interviewer-administered 
surveys (Daikeler and Bosnjak, 2020). 

Istat has extensive experience in training survey networks, which has undergone 
various modifications over the years in a continuous search for new training 
strategies to improve and harmonize the proposed training model, keeping pace with 
societal changes and respondents’ lifestyles, thereby generating economies of scale. 
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Istat has consistently placed great emphasis on education, implementing new 

strategies to ensure a continuous and efficient training model, especially during the 
transition to the new census framework. This approach takes into account economic 
constraints and available resources. Significant innovations have been introduced in 
the training strategy, resulting from a thorough examination and analysis of various 
training processes used within the Institute. The goal is to design a permanent 
training model with a circular perspective. 

Initially, training followed a waterfall model (e.g., central Istat, territorial Istat, 
municipalities). With Istat’s modernization, training became direct and centralized, 
allowing interviewers to be trained directly by Istat. This resulted in the 
standardization of the training process and control over its effectiveness and 
efficiency. Another significant change introduced in the training of survey networks 
was the shift from on-site training to remote or blended training, including self-
learning modules (FAD) [Istat, 2019]. Finally, during the COVID-19 pandemic, it 
was necessary to rely entirely on remote training. 

Over the decades, Istat has developed substantial expertise in training survey 
networks. This knowledge is supported by various studies conducted by the Institute 
over the years to evaluate the effectiveness and efficiency of the different training 
models implemented (Istat, 2005; Istat, 2006; Istat, 2010; Balì and Federici, 2014; 
Balì, 2015; Balì et al., 2023). 

The importance of information produced by official statistics has led to constant 
attention to data quality in all survey processes, particularly in the Census. The 
Census process is characterized by complexity and multidisciplinarity, requiring 
diverse competencies. A significant contribution to the quality of collected data 
comes from individuals involved in survey networks, emphasizing the central role 
of network training. 

To address this, the Institute has heavily invested in training survey networks, 
creating well-structured training programs. Notably, the redesign of network training 
was part of the innovative approach to the new Census strategy, incorporating 
interdisciplinary methods. The adoption of blended learning - an ongoing learning 
approach involving cross-cutting skills - was chosen. 

Furthermore, the Covid-19 pandemic accelerated the introduction of innovative 
elements in training delivery. Traditional in-person training sessions shifted to 
virtual classrooms, utilizing communication and collaboration platforms. This 
adaptation highlighted the need for flexibility and adaptability in the training 
approach. 

The aim of our study is to explore how the training program can influence 
interviewers’ performance in the field and to try to profile the surveyors. 
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2. Methods 
 

For this study, we utilized interviewer performance data from the survey network 
for the 2023 edition of the “permanent population and housing census – Lista”.  

Before the fieldwork, interviewers were required to complete an online self-
learning course (Formazione a Distanza, FaD) on Moodle2. The FaD comprised 14 
consecutive video lessons. Upon viewing each video lesson, the student had to pass 
a corresponding intermediate test. Only after successfully passing this test was the 
interviewer allowed access to the subsequent video lesson and its associated 
intermediate test. This process continued sequentially until all modules were 
completed. At the end of this educational path, the student was granted access to the 
final test, which required a minimum score of 90% for successful completion. 

On the Moodle platform, interviewers also had access to additional materials such 
as manuals and guides. These resources were available throughout the survey period 
to support the interviewers when necessary. 

We analyzed the data of 5,894 interviewers who met the following inclusion 
criteria: 1) at least one family assigned; 2) at least one interview conducted. 

To investigate interviewer performance, we focused on two specific phases: 1) 
performance during training; 2) performance during fieldwork. The chosen 
parameters were “Score in the post-training learning test” and “Number of attempts 
to pass the test” for the training phase, and “Number of face-to-face interviews out 
of the total number of interviews conducted” for the fieldwork phase. 

Other factors considered were: age class (18-29 years, 30-44 years, 45-59 years, 
and over 59 years), gender, educational level (middle school, high school, degree), 
geographical data (North, Centre, South), new/expert interviewer status, and whether 
the FaD was completed before or after the fieldwork. 

To classify this population, we used the CHAID (Chi-squared Automatic 
Interaction Detection) tree classifier, which employs the chi-square association 
statistic to define, at each level, how to subdivide cases into subgroups, starting from 
the entire study dataset (Ritschard, 2013). This non-parametric method selects the 
independent variable (predictor) with the strongest interaction with the dependent 
variable at each step. Categories of each variable are merged if they do not differ 
significantly from the dependent variable. At each node, the algorithm splits the 
cases based on rules for different categories of independent variables, so the resulting 
subsets are most associated with the performance variable. 
 
 

                                                      
2 Modular Object-Oriented Dynamic Learning Environment (Moodle) is a computer system for creating and sharing 
educational materials online 
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3. Results 

 
The classification tree is an extremely useful tool for presenting the results of a 

recognition model for specific profiles, as it translates these results into easily 
understandable rules, unlike the often complex parameters of other predictive 
models. The dependent variable we chose is “the number of face-to-face interviews 
out of the total number of interviews conducted”, which we consider a measure of 
the interviewer's performance. 

We hypothesized that certain contextual factors - geographical and spatial in 
nature, demo-social characteristics such as age and educational qualification, and the 
training behavior of the survey network members - might influence the interviewer's 
performance in the field. Our goal was to identify interviewer ‘profiles’ that could 
contribute to more efficient survey networks. The independent variables we 
considered included the interviewer's socio-demographic variables (age, gender, and 
educational qualification), census survey experience, and training-related variables 
(completion of the training course within the required timeframe, overall grade in 
the final test of the training course, and the number of attempts to pass the final test). 

Although this first application does not provide a perfect classification of the 
interviewers, nor does it describe a precise profile or fully explain the relationship 
between training and performance, the tree is still very useful for describing 
individual and territorial profiles associated with different training characteristics 
and interviewer behaviors during fieldwork. 

The results of the tree show that the first subdivision rule corresponds to territory. 
In the application, three levels of the territorial type variable (geographical 
breakdown, region, and province) were considered as independent variables. For 
easier interpretation, Figure 1 shows the analysis conducted with the most 
aggregated variable (geographical breakdown). 

This results in a total of 16 nodes, with 9 terminal nodes representing the best 
classifications for the chosen model. At the first level, geographical breakdown 
constitutes the best classification step. Moving to the next level, for all breakdowns, 
the discriminating factor is the variable ‘experience’. If the interviewer is 
experienced and falls within the middle age range, their field performance is the best 
(Node 12). Together with the younger and older age groups (Node 13), they account 
for 18% of the interviewers. This is crucial because a survey network with extensive 
Istat survey experience certainly ensures better data quality. Conversely, if there is 
no survey network with experience, the model shows that training is fundamental to 
the interviewer's work. Node 14, which includes about 25% of the observed 
population, represents the cluster of units that, despite having no work experience, 
completed the training before conducting interviews in the field. 
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Figure 1 - Performance during the fieldwork: classification tree result 

 
 

The work will continue to identify the best reclassification strategy for the 
variables, focusing on the two phases under consideration: performance during 
training and performance during fieldwork. 

 
 

4. Conclusions 
 
In interviewer-administered surveys, the interviewer’s role is pivotal in ensuring 

the collection of high-quality data. While appropriate training is a fundamental factor 
in enhancing field performance, our study reveals that additional elements - such as 
socio-demographic characteristics of interviewers, prior census survey experience, 
and geographical context - play a significant role in shaping outcomes. 

The decision tree analysis underscored the importance of territorial differences: 
interviewers operating in Southern Italy outperformed their counterparts in the North 
and Centre. This finding could reflect regional disparities in engagement strategies, 
cultural attitudes toward surveys, or broader socio-economic characteristics of the 
interviewers. Moreover, prior experience as a census interviewer emerged as a 
critical determinant of achieving high rates of face-to-face interviews, highlighting 
the value of maintaining an experienced network of interviewers. 

For new interviewers, the results indicated that completing training prior to the 
commencement of fieldwork was strongly associated with improved performance. 
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This underscores the importance of well-structured and mandatory training 
programs. Consequently, the evidence suggests that training should be tailored to the 
needs of different interviewer profiles, with comprehensive programs for new 
recruits and refresher courses for seasoned professionals. 

Nonetheless, the findings also point to the necessity of more granular analyses to 
better comprehend and address performance disparities. As previous research (e.g., 
Bernardini et al., 2014) has noted, challenges in reaching households vary 
significantly even within broadly aggregated territorial classifications. Municipal-
level complexities - including geographical size, population density, and socio-
economic conditions - substantially influence the data collection process. In this 
context, the introduction of a composite index, as proposed by Bontempi et al. 
(2024), represents a promising advancement. Such an index could synthesize 
interviewer socio-demographic attributes, territorial characteristics, and training 
behaviors, enabling more precise profiling and targeted interventions. 

This study represents a critical step toward optimizing interviewer training and 
resource allocation. Developing differentiated training modules based on interviewer 
profiles, alongside strategies tailored to specific territorial contexts, offers a 
promising pathway for enhancing the efficiency of survey networks and, ultimately, 
the overall quality of collected data. 
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