
VOLUME LXXIX – N. 3  LUGLIO – SETTEMBRE 2025 

 

RIVISTA ITALIANA 
DI ECONOMIA DEMOGRAFIA 
E STATISTICA 
 

Volume stampato grazie al contributo liberale della Banca d’Italia (anno 2024) 
 

 
 

 

EDITOR IN CHIEF 
CHIARA GIGLIARANO 

 

ASSOCIATE EDITORS 
MARIATERESA CIOMMI, ALESSIO GUANDALINI, LUCA SALVATI 
 
JOURNAL MANAGER 
ILARIA BOMBELLI 

 
SCIENTIFIC COMMITTEE  

GIORGIO ALLEVA, EMANUELE BALDACCI, GIAN CARLO BLANGIARDO, CLAUDIO CECCARELLI,  

FRANCESCO M. CHELLI, CONCHITA D’AMBROSIO, CASILDA LASSO DE LA VEGA, MIKHAIL DENISENKO,  

LUIGI DI COMITE, PIERPAOLO D’URSO, ALESSIO FUSCO, MAURO GALLEGATI, ANTONIO GIMENEZ MORENO,  

RARES HALBAC COTOARA ZAMFIR, ALBERTO QUADRIO CURZIO, CLAUDIO QUINTANO, JESUS RODRIGO COMINO, 

KOSTAS RONTOS, SILVANA SCHIFINI D’ANDREA, SALVATORE STROZZA, PHILIPPE VAN KERM, PAOLO VENERI, 

PAOLO VERME, ROBERTO ZELLI 

 

SECTION EDITORS 
DEMOGRAPHY: ALESSIO BUONOMO, GIUSEPPE GABRIELLI, CECILIA REYNAUD, STEFANIA RIMOLDI 

ECONOMICS: ANDREA CUTILLO, GLORIA POLINESI, LUCA SALVATI 

SOCIAL STATISTICS: LIVIA CELARDO, EMILIANO SIRONI 

STATISTICS: CLAUDIO CECCARELLI, FRANCESCA MARIANI, MATTEO MAZZIOTTA, ADRIANO PARETO 

 

EDITORIAL BOARD  
OHIANA ARISTONDO, LIVIA CELARDO, LIDIA CERIANI, DANIELE GRECHI, ENRICO MORETTO, SIMONA PACE, 

FAUSTO PACICCO, GIUSEPPE RICCIARDO LAMONICA, ANDREA SPIZZICHINO, ANDREA VENEGONI 

 



SIEDS 

SOCIETÀ ITALIANA  
DI ECONOMIA DEMOGRAFIA E STATISTICA 

 
 

CONSIGLIO DIRETTIVO 
 

Presidenti Onorari: LUIGI DI COMITE, FRANCESCO MARIA CHELLI  

 

Presidente: SALVATORE STROZZA 

 

Vice Presidenti: LEONARDO BECCHETTI, CHIARA GIGLIARANO,  

VENERA TOMASELLI 

 

Segretario Generale: ALESSIO GUANDALINI 

 

Consiglieri: MARINA ALBANESE, MARCO ALFÒ, GIUSEPPE GABRIELLI, 
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UNHEALTHY AGEING OF IMMIGRANTS:  

CURRENT UNDERSTANDING AND FUTURE DIRECTIONS 
 

Silvia Loi 
 
 
 
 

Abstract. Migration and population ageing have been two primary drivers of demographic 
change in Europe over the past few decades. While immigrant populations in Europe remain 
relatively young compared to non-immigrant populations, they are ageing, particularly in 
countries with a longer history of immigration. The ageing process exposes immigrants to 
greater health risks associated with frailty, highlighting the urgent need to understand the 
individual, structural, and systemic determinants that may place immigrants on a different 
health trajectory than non-immigrants. Addressing this challenge is crucial to improving the 
quality of life and health outcomes for ageing immigrants, and ensuring that they receive the 
necessary care and resources to manage and mitigate the impacts of population ageing on 
their frailty and health. This paper explores the current understanding of the unhealthy ageing 
of immigrants, shedding light on their increasing frailty over the life course, and offers 
insights into future research directions in the field.  
 
 
1. Introduction and background 

 
According to Eurostat data, the foreign-born population aged 50+ living in 

Europe has increased significantly in the last decade, albeit with some differences 
across countries. Figure 1 shows the proportions of individuals born abroad in 
selected European countries in the years 2013 and 2023. Overall, in all of the 
considered countries – Denmark, Germany, Spain, France, Italy, the Netherlands, 
Finland, and Sweden – the proportion of individuals born abroad increased between 
2013 and 2023. In Denmark, Spain, Italy, the Netherlands, Finland, and Sweden, the 
proportion of the population born abroad increased by between three and four 
percentage points. In France, the increase was considerably smaller, at around one 
percentage point, while in Germany, it was significantly larger, at seven percentage 
points, with the proportion rising from 11% in 2013 to 18% in 2023.  
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Figure 1 – Proportion of foreign-born individuals aged 50+ over the total population of the 

same age in selected European countries. 2013-2023. 

 
Source: Author’s elaboration based on Eurostat data. Population on 1 January of each 
corresponding year. 

 
Over the same period, the share of the foreign-born population aged 50+ 

increased more than the share of the foreign-born population aged 65+ across most 
of the studied countries (see Figure 2 in the Appendix). Germany was an exception, 
with the share of the population born abroad aged 65+ being notably higher, rising 
11 percentage points from 7% in 2013 to 18% in 2023. The smaller increases in the 
foreign-born population aged 65+ observed in the other countries may indicate lower 
baseline values, fewer newly arrived older immigrants, or younger immigrant 
demographic profiles. Nevertheless, there is clear evidence of the presence of an 
ageing immigrant population across the studied countries. This demographic trend 
towards an increasing share of foreign-born older individuals in the population can 
be attributed to at least two different factors: the ageing process of immigrants who 
arrived in past decades, and more recent immigrants arriving at older ages.  

These differences highlight the heterogeneous patterns of the ageing process of 
the foreign-born population across European countries. It is important to note that 
these figures are based on a rather broad categorisation of immigration linked to the 
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place of birth, which can include not only individuals with a migration background 
who were born in their country of origin, but also individuals who were born abroad 
due to particular circumstances at the time of their birth, but whose family does not 
have a migration background. For instance, some foreign-born individuals are the 
children of native-born nationals who were living abroad for a limited time only, 
gave birth in a foreign country, and returned to their country of origin with their 
children. However, albeit imperfect, these figures are consistent with the evidence 
of an ongoing ageing process among immigrants reported in the literature (Ciobanu 
et al. 2020).  

As immigrant populations grow older, the question of whether they are at greater 
risk of frailty and heightened health vulnerability may be raised. At the individual 
level, chronic and functional health as well as cognitive functions decline with age, 
leading to a general increase in physical and psychological vulnerability (Deary et 
al. 2009; Salthouse 2009). However, the age profiles of poor health can develop very 
differently depending on the context (Kowal et al. 2012), e.g., the place of birth, 
which is an indicator of migration background.  

Immigrants are a socially vulnerable population due to several socio-economic 
and health-related factors (De Jong and Madamba 2001). As immigrants age in their 
receiving countries, they may have diverse health needs and face specific challenges 
due to their cultural backgrounds and previous experiences with different healthcare 
systems (Razum and Spallek 2014). Language barriers (Kreps and Sparks 2008) and 
the long-term consequences of adversities experienced during their life course 
(Leopold, Leopold, and Lechner 2017; Loi, Li, and Myrskylä 2024) can also 
contribute to these challenges. This is particularly likely to be the case for 
immigrants who are from poorer socio-economic areas or have fled conflicts or 
political instability. These challenges can make it more difficult for immigrants to 
access timely and adequate medical care.  

Immigrants are also more socio-economically vulnerable than their non-
immigrant counterparts. For instance, they are more likely to be employed in low-
income jobs and to experience job insecurity and poor working conditions (Orrenius 
and Zavodny 2013). Thus, immigrants may have higher levels of stress, which are 
linked to poorer health (Hämmig and Bauer 2013; Burgard and Lin 2013). 
Additionally, social isolation, discrimination, and limited social support networks 
may exacerbate immigrants’ social vulnerability, especially among those who have 
recently arrived (Puyat 2013).  

However, despite these social and economic vulnerabilities, there is considerable 
evidence that, paradoxically, on average immigrants tend to have exceptionally high 
levels of health, often better than those of the local population (Jasso and Massey 
2004; Ichou and Wallace 2019; Loi and Hale 2019). One of the strongest 
explanations for why this might be the case is related to the complex selection 
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mechanisms associated with the migration process. However, these selection effects 
do not last indefinitely. Indeed, this immigrant health advantage tends to erode or 
even vanish as the duration of stay in the receiving country increases, resulting in 
the health status of immigrants converging with that of non-immigrants (Loi and 
Hale 2019; Antecol and Bedard 2006). There are several interconnected mechanisms 
driving this health convergence, including acculturation, negative assimilation, and 
prolonged exposure to poor socio-economic conditions (Lechner and Mielck 1998; 
Palloni and Arias 2004; Ronellenfitsch and Razum 2004).  

A question in immigrant health research that requires further investigation is how 
the health profiles of immigrants develop over the life course after they converge 
with those of the non-immigrant population. Moreover, a deeper understanding of 
the factors that drive this change is needed. There is evidence of a crossover of the 
health trajectories of immigrants and non-immigrants, which underlines a more rapid 
ageing process among the immigrant population (Loi and Hale 2019; Loi, Li, and 
Myrskylä 2024; 2025). Recently, more attention has been paid to structural factors 
and their interplay with individual-level characteristics in an effort to explain how 
both exposures at the individual level and the social structures in which individuals 
are embedded contribute to the dynamics of immigrant health (Loi, Li, and Myrskylä 
2024; 2025). 

In this context, some of the most pressing scientific and societal questions that 
arise include the following: Are immigrants ageing in good health? Are they able to 
preserve their initial health capital over their life course in the receiving country? If 
not, what are the main drivers of the changes in immigrants’ health over the life 
course, and what are the mechanisms behind immigrants’ unhealthy ageing? Is there 
an interplay between individual-level determinants and structural factors that relate 
to the inequities in the distribution of resources? 

 

2. Theoretical framework 
 

The complex questions raised so far would suggest the need for a unified 
theoretical framework to address immigrant health. However, a framework for 
studying the deterioration of immigrants’ health has yet to be developed. Useful tools 
that are well known in the demographic, population health, and socio-
epidemiological literature include the life course approach (Kuh et al. 2013; Elder 
and Kirkpatrick Johnson 2003; Elder 1975) and the intersectional perspective 
(Crenshaw 1989; Hämmig and Bauer 2013; Bauer 2014; Kapilashrami and 
Hankivsky 2018; Bauer et al. 2021). The life course perspective is at the core of the 
most recent approaches to studying the socio-economic determinants of health, and 
the intersectional perspective is increasingly used to frame research on health 
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inequalities. Why are these two significant theoretical frameworks relevant to the 
study of immigrants’ health deterioration?   

Taking a life course perspective is essential in migration studies (Jürgen 
Flöthmann 1993; Wingens et al. 2011), particularly when addressing the interplay of 
migration and health (Spallek, Zeeb, and Razum 2011). The life course approach 
provides a comprehensive framework for understanding how various stages of 
individuals’ lives interact with their migration experiences to influence their health 
outcomes. This perspective emphasises the importance of considering the timing and 
sequence of life events, including, whenever possible, pre-migration conditions, the 
migration process itself, and post-migration experiences. By examining the 
cumulative effects of these experiences over time (DiPrete and Eirich 2006), 
researchers can better understand the long-term consequences of immigrants’ life 
histories for their health trajectories. This approach also highlights critical periods, 
such as childhood or early adulthood, when migration might have particularly 
significant impacts on health. Additionally, the life course perspective can shed light 
on how structural factors, such as socio-economic status, access to healthcare, and 
social support, change and interact with individual health behaviours across the 
lifespan.  

Intersectionality is a framework for understanding how various social identities, 
such as race, gender, class, sexuality, and disability, intersect and interact to create 
unique experiences of oppression and privilege. The intersectional framework was 
first introduced by legal scholar Kimberlé Crenshaw in the late 1980s (Crenshaw 
1989). Intersectionality aims to reveal how social positions interact at the individual 
level to reflect interlocking systems of power at the structural and systemic levels 
(Crenshaw 1989; Bauer 2014; Bauer et al. 2021). This framework emphasises that 
individual experiences of discrimination and marginalisation cannot be fully 
understood by examining each identity and social position in isolation. For example, 
the experiences of Black women in the United States cannot be fully understood by 
examining race and gender separately; rather, the interconnected nature of these 
identities shapes their specific challenges and opportunities (Crenshaw 1989). This 
framework is crucial for recognising and addressing the complex and cumulative 
impacts of systemic inequality, and for developing more inclusive and effective 
policies and practices. 

In migration studies, and especially in immigrant health research, the 
intersectionality framework allows researchers to consider how several social 
identities and power structures intersect to shape the experiences and health 
outcomes of immigrants. This approach recognises that individual-level factors, such 
as migration background, gender, socio-economic status, age, and legal status, 
interact in complex ways, reflecting the disparities in the opportunities available to 
immigrants and non-immigrants at the societal and the structural level (Bauer 2014). 
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By taking these intersecting identities into account, researchers can uncover the 
layered and compounded forms of discrimination and disadvantage that immigrants 
may face, which are often masked in analyses that focus on a single axis of identity.  

The complex interplay of these factors creates a multidimensional system of 
disadvantage that contributes to health inequalities across populations. Moreover, in 
immigrant health research, particular attention should be paid to the intersection of 
complex social identities with life course events, as experiencing different sets of 
critical life events over the life course may disproportionately harm immigrants, who 
are already at higher risk of poor health due to their social frailty and vulnerability 
(Loi, Li, and Myrskylä 2024). 

 
 

3. Previous evidence in the literature and descriptive insights 
 

Despite being a vulnerable and socio-economically frail population, immigrants’ 
health status, especially shortly after their arrival, tends to be much higher than that 
of the local population, which points to an interesting epidemiological paradox 
(Jasso and Massey 2004). The evidence indicates that, on average, immigrants have 
better health profiles than non-immigrants – e.g., a reduced risk of developing 
chronic conditions, a lower likelihood of having physical limitations, better self-
rated health (Caselli, Loi, and Strozza 2017; Loi and Hale 2019), and lower mortality 
(Caselli, Loi, and Strozza 2017) – across a wide range of socio-cultural contexts, 
including the US, Canada, Australia, and Europe (Trovato 2017). The main 
hypothesis used to explain this paradoxical evidence is that of the healthy immigrant 
effect, which posits that, on average, it is the healthiest and strongest individuals who 
successfully engage in the migration process, while the most frail individuals are left 
behind (Jasso and Massey 2004). 

However, it has also been observed that this immigrant health advantage tends to 
erode relatively quickly, and largely disappears within approximately 10 years of 
arrival (Loi and Hale 2019). Due to this rapid erosion of their health status, 
immigrants are at risk of ageing in poorer health than non-immigrants. Research for 
Europe shows that immigrants’ health status declines more rapidly at older ages than 
that of non-immigrants (Jang et al. 2023; Loi, Li, and Myrskylä 2024; 2025). Studies 
also indicate that older immigrants have higher rates of depression poorer self-rated 
health, and more chronic conditions compared to their non-immigrant counterparts 
(Aichberger et al. 2010; Reus-Pons et al. 2018; Jang et al. 2023; Loi, Li, and 
Myrskylä 2024; 2025). 

Table 1 shows the percentage distribution of individuals aged 50+ with poor self-
rated health, chronic conditions, limitations, and poor mental health across 
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participating states1 for the years 2004-2022 based on SHARE data. Self-rated health 
is assessed by asking: “Would you say your health is excellent, very good, good, fair, 
poor?” Self-rated health is recoded such that poor health equals fair and poor. 
Chronic illness is measured by asking: “Some people suffer from chronic or long-
term health problems. By chronic or long-term we mean it has troubled you over a 
period of time or is likely to affect you over a period of time. Do you have any such 
health problems, illness, disability or infirmity? Yes or no?” Limitations are assessed 
by asking: “For the past six months at least, to what extent have you been limited 
because of a health problem in activities people usually do? Severely limited, limited 
or not limited?” Limitations are recoded such that severely limited or limited means 
that the individual has at least one limitation. Self-rated mental health is measured 
by asking: “In the last month, have you been sad or depressed? Yes or no?” 
Immigration background is based on the question: “Were you born in (country of 
residence where the interview took place)? Yes or no?” No means that the respondent 
is an immigrant, while yes indicates that the respondent is not an immigrant. 

Despite the healthy immigrant effect, when we look at the older immigrant 
population (aged 50+) we see that these individuals face significant challenges in 
preserving the health advantage observed among younger and recently arrived 
immigrants (Table 1). It is evident that older immigrants have a health disadvantage, 
and that this disadvantage is particularly pronounced among immigrant women. 
Indeed, among women, the prevalence of poor self-reported health is roughly 10 
percentage points (+/- 2 points) higher for immigrants than for non-immigrants, 
irrespective of age.  

Among men, the differential between immigrants and non-immigrants tends to 
be smaller, though it increases with age, and reaches a similar value of roughly 10 
percentage points above age 70. The disadvantage for the older immigrant 
population is consistent across health outcomes, including activity limitations, 
chronic conditions, and mental health. The more pronounced disadvantage among 
immigrant women is also observed across outcomes, although it is most notable in 
self-rated health. 

 
 

                                                      
1 All countries that participate in SHARE are included in the pooled sample. Since wave 1: Austria, Belgium, 
Switzerland, Germany, Denmark, Spain, France, Greece, Italy, Netherlands, Sweden, Israel; since wave 2: Czech 
Republic, Ireland, Poland; since wave 4 (wave 3 is excluded from the analysis): Estonia, Hungary, Portugal, 
Slovenia; since wave 5: Luxemburg; since wave 6: Croatia; since wave 7: Bulgaria, Cyprus, Finland, Latvia, 
Lithuania, Malta, Romania, Slovakia. See https://share-eric.eu/data/data-documentation/waves-overview  

https://share-eric.eu/data/data-documentation/waves-overview
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Table 1 - Proportion of individuals reporting poor self-rated health, chronic conditions, 

limitations, and poor mental health. European countries included in SHARE data, 

population aged 50+ by migration background and sex. 

  Women Men 

 Age Immigrant Non-immigrant Immigrant Non-immigrant 

Poor self-
rated health 

50-54 34.4% 24.4% 27.2% 23.3% 

55-59 38.2% 29.6% 33.9% 28.6% 

60-64 41.8% 32.0% 40.8% 31.8% 

65-69 46.2% 36.7% 40.9% 33.7% 

70-74 56.2% 44.9% 47.7% 40.6% 

75-79 63.8% 53.6% 56.0% 47.4% 

80+ 70.8% 62.3% 64.6% 55.7% 

Chronic 
conditions 

50-54 45.2% 38.9% 40.5% 37.6% 

55-59 49.4% 42.6% 45.8% 44.0% 

60-64 55.6% 53.9% 48.9% 48.3% 

65-69 59.2% 54.7% 53.4% 50.5% 

70-74 64.6% 60.6% 58.8% 55.0% 

75-79 72.1% 64.2% 63.7% 59.3% 

80+ 73.8% 71.2% 67.5% 63.1% 

Limitations 

50-54 39.8% 33.3% 32.1% 30.1% 

55-59 42.9% 38.3% 36.0% 35.7% 

60-64 48.0% 41.1% 42.2% 39.8% 

65-69 51.3% 45.8% 43.7% 41.9% 

70-74 58.0% 52.8% 51.6% 47.8% 

75-79 67.7% 61.4% 59.2% 54.0% 

80+ 76.2% 72.6% 70.6% 65.0% 

Mental 
health 

50-54 52.6% 45.6% 37.8% 33.2% 

55-59 52.8% 46.5% 38.6% 32.3% 

60-64 50.5% 44.9% 36.0% 30.0% 

65-69 51.8% 46.6% 32.8% 28.8% 

70-74 55.6% 48.5% 34.9% 30.3% 

75-79 55.2% 51.7% 37.3% 32.7% 

80+ 60.0% 53.8% 41.4% 37.0% 

Data source: SHARE waves 1-9 (pooled, excluding wave 3; wave 3 focused on people’s life histories (SHARELIFE) 
and collected very different information than the regular waves). 
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The literature has identified several hypotheses explaining these health disparities 

between older immigrants and non-immigrants (Monserud 2019): the ageing-as-
leveller hypothesis, which posits that health inequalities decrease at older ages due 
to the general worsening of health across all social groups; the persistent inequality 
hypothesis, which suggests that inequalities remain constant throughout life 
regardless of age; and the cumulative disadvantage hypothesis, which argues that 
socio-economic disadvantages accumulate over the life course, exacerbating health 
inequalities between immigrants and non-immigrants in later life. 

Evidence for the cumulative disadvantage hypothesis has been found (Brown 
2018; Loi, Li, and Myrskylä 2024). It has, for example, been observed that despite 
benefiting from a clear health advantage at younger ages, immigrants age in poorer 
health across societal contexts, and along a variety of health dimensions, including 
self-reported general health, disability, chronic morbidity and physical functioning 
(Jang et al. 2023; Loi, Li, and Myrskylä 2024; 2025). 

The health of immigrants is influenced by a series of interconnected factors. Age 
at migration can contribute significantly to health outcomes, as younger migrants 
may adapt to environmental changes better than older migrants (Gubernskaya 2015). 
The length of stay in the receiving country can also impact health status, with longer 
durations associated with more rapid health deterioration (Loi and Hale 2019; 
Wallace, Khlat, and Guillot 2019). The country of origin and place of birth can 
reflect differing disease prevalence and health practices (Jang et al. 2024). The 
immigrant generation can also impact health, with first-generation immigrants 
benefiting from a strong healthy immigrant effect, compared to subsequent 
generations (Loi et al. 2021). 

The reason for migration is another crucial determinant. For instance, refugees 
may have experienced trauma prior to immigration, which could adversely affect 
their mental health. Moreover, refugees are often exposed to stressors such as 
uncertainty about their legal situation and the length of their residence permit, which 
can worsen their health outcomes, especially those related to mental health (Ellis et 
al. 2019; Vono de Vilhena and Loi 2020).  

Discrimination is another significant determinant, with racism and xenophobia 
contributing to anxiety and depression (Williams et al. 2019). Barriers to using the 
host country's health systems, such as language and cultural obstacles, can limit 
immigrants’ access to care, and thus negatively affect their health (Terui 2017). In 
addition to individual characteristics and circumstances, events and experiences, 
especially adversities over the life course may have a differential impact on the 
health of immigrants and non-immigrants.  

Indeed, immigrants are at higher risk of experiencing multiple adverse events 
over the life course. For instance, immigrants are more likely to have left family 
members behind in their origin countries, including very close family members, such 
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as spouses, children, and parents. In addition, immigrants are at higher risk of losing 
their job, face increased barriers to re-employment after losing their job, and are 
more likely to face discrimination. While such experiences can have negative effects 
on the health of individuals in the general population, they appear to be especially 
harmful to immigrants’ health (Leopold, Leopold, and Lechner 2017; Loi, Li, and 
Myrskylä 2024). The cumulative effect of these adversities and stressors can lead to 
increased frailty and accelerated health decline at older ages. Moreover, pre-
migration experiences, including exposure to traumatic events and adversities, can 
have long-lasting effects on immigrants’ physical and mental health (Sangalang et 
al. 2019).  

 
Figure 2 – Major determinants of immigrant health over the life course. 

 

Source: Author’s elaboration 

 

4. Future research directions 
 

Future research on frailty as both a cause and a consequence of accelerated health 
decline in immigrants must adopt a comprehensive life course approach, 
incorporating an intersectional lens to adequately address the complexity of the 
interplay of the individual-level and structural-level determinants of immigrant 
health. The life course approach emphasises the significance of several life stages 
and transitions, recognising that health outcomes are shaped by cumulative 
experiences and exposures over time (Jones et al. 2019). For immigrants, this means 
considering the health impacts of pre-migration conditions, migration journeys, and 
post-migration environments.   
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An intersectional framework is essential to understanding how these intersecting 

identities influence health disparities within immigrant populations. For instance, a 
young woman fleeing conflict as a refugee may face different health challenges and 
vulnerabilities than an older man who voluntarily migrates for employment 
opportunities. The intersectionality approach helps to uncover these nuanced 
differences and the compounded effects of various forms of discrimination and 
disadvantage. Taking a life course approach – while simultaneously considering the 
interplay of multiple intersecting identities, such as age, gender, socio-economic 
status, and country of origin – is essential when conducting immigrant health 
research.  

To advance this field of study, there is a pressing need for high-quality 
longitudinal data that can capture health changes over time as a consequence of life 
events and circumstances specific to immigrants. Such data should track individuals 
from their pre-migration context through their migration journey and into their 
settlement in the host country. Longitudinal studies provide valuable insights into 
how specific events, such as traumatic experiences during migration or the stress of 
adapting to a new culture, contribute to frailty and health decline. 

Moreover, large datasets with significant sample sizes are crucial to account for 
the heterogeneity within immigrant populations. Diverse samples are necessary to 
differentiate between various subgroups, considering factors such as age, sex, 
country of origin, reason for migration (e.g., voluntary vs forced migration), and 
socio-economic conditions. By studying samples reflecting a wide range of 
experiences, researchers can identify patterns and trends that might be obscured in 
smaller, less diverse samples. 

Such comprehensive and detailed data collection would enable researchers to 
develop more targeted and effective interventions. Understanding the specific health 
needs and vulnerabilities of different immigrant subgroups can inform policies and 
programs aimed at preventing frailty and mitigating health decline. For example, 
tailored healthcare services that address the unique challenges faced by refugee 
populations or culturally sensitive health promotion programs that consider the 
backgrounds of various immigrant groups could significantly improve health 
outcomes.  

The European Research Council (ERC) funded project titled “Immigrant-native 
health disparities: an intersectional approach” seeks to fill this knowledge gap by 
combining the life course approach and the intersectional perspective to uncover the 
complex mechanisms behind the unhealthy ageing of immigrants, and to disentangle 
the differences between the least and the most vulnerable groups. This project will 
improve our understanding of how structural factors intersect at the micro level to 
reflect interlocking systems of power at the societal level. Tackling the unresolved 
puzzle of the causes of the unhealthy ageing of immigrants is crucial, as immigrants 
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are entering older ages with an increased risk of developing health frailties, and 
levels of immigration to Europe are likely to rise in response to poverty, conflicts, 
and the climate crisis. Health disparities between immigrants and non-immigrants 
will affect a growing segment of the European population, and could become a 
pressing public health issue. 

 
 

5. Appendix 
 

Figure 3 - Proportion of foreign-born individuals aged 65+ over the total population of the 

same age in selected European countries. 2013-2023.  

 
Source: Author’s elaboration based on Eurostat data. Population on 1 January of each corresponding year. 
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Abstract. In Italy, the ageing process varies from one province to another, with some ageing 
faster than others. At the beginning of the 2000s, the country was divided into two groups: 
the southern and island provinces were younger, while the central and northern provinces 
were more advanced. In the following years, the younger provinces experienced a greater 
increase in the mean age, reducing the demographic differences between the macro-areas. 
This study aims to assess whether and how the contribution of the demographic components, 
i.e. fertility and migration, to the slowdown in ageing differs according to the speed of the 
phenomenon over the period 2002-2022.  
The provinces were divided into groups according to the quartile of the mean age growth rate 
and regression models were implemented in which the speed of ageing is considered as a 
moderating variable that can influences the strength of the relationship between an 
independent and a dependent variable and then entered through an interaction term. 
The results show that fertility is crucial in slowing down ageing, with a greater impact than 
migration. The fertility of Italian women has a predominant influence on the mean age, while 
that of foreign women has a less pronounced effect. The presence of foreigners, although 
increasing, does not compensate for the effects of demographic ageing. Furthermore, the 
speed of ageing creates differences in the impact of fertility and migration on mean age, with 
their impact increasing as the speed of ageing increases. 

 
1. Introduction 

The ageing of the population is one of the most important demographic 
phenomena of this century (Bloom and Luca, 2016). Italy is continuing the ageing 
process that began decades ago (Kinsella and Phillips, 2005); the share of the elderly 
population is constantly increasing, now, the population aged 65 and over represents 
24.1% of the total population. Since 2002, this share has increased by 5,4 percentage 
points. In the same period, the share of the youngest population under 15 years of 
age, has fallen by almost 2 percentage point and now represents 12.5% of the 
population (ISTAT, 2023). The country's demographic dynamics have been 
characterised by a negative natural balance since the early 2000s. The peninsula has 
rapidly become one of the oldest countries in the world (Bagautdinova et al., 2014) 
and the oldest country in Europe (Eurostat, 2021), attracting the attention of 
politicians and academics looking for the most effective solutions to slow down this 
unprecedented process. However, Italian territories have not all aged in the same 
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way, emerging significant territorial disparities (García-Pereiro, 2018). 
Demographic changes in the age structure have occurred more rapidly and 
intensively in previously younger areas such as the territories of southern Italy 
(Golini et al., 2003). Over time, territories have tended to converge towards a similar 
mean age (Kashnitsky et al., 2017). 

The extensive literature on ageing is increasingly considering the significance of 
territorial differences in this process. However, the concept of the speed of ageing 
has yet to be fully explored. Our contribution to the existing literature is to link the 
growth rate of ageing to the analysis of its demographic determinants, thus offering 
a more comprehensive and in-depth view of both the causes and the results of the 
phenomenon. The aim of this study is to examine whether and how the contribution 
of the different demographic components to the slowdown in ageing varies in 
relation to the speed of evolution of the phenomenon. 

 
2. Literature review 

One of the causes of population ageing is the decline in fertility (Bengtsson and 
Scott, 2010). Coale (1957) showed that prolonged low fertility produces an ageing 
population and that the level of mortality has a secondary effect on the age 
distribution of the population compared to the effect that fertility may have. The 
ageing of Italy is therefore a direct consequence of persistently low fertility levels. 
A country is considered to have a very low fertility level if its total fertility rate falls 
below 1.5 children per woman (Lesthaeghe and Willems, 1999). It has been observed 
that in countries with low fertility, migration flows can be viewed as a means of 
"replacing" the lack of births in the native population and of coping with the ageing 
of the overall population. (Bagavos, 2019; Wilson et al., 2013; Billari and Dalla 
Zuanna, 2011). In the Italian context, García-Pereiro and Paterno (2022) compared 
the contributions made at the provincial level by both fertility and migration in the 
rapid ageing process underway in the country. The findings demonstrated that both 
factors contribute to the observed variability in the mean age, with fertility exerting 
a more pronounced influence. 

The dynamics of this phenomenon vary depending on the geographical area 
(Schoeni and Ofstedal, 2010). Recently, investigations of population ageing and its 
connection to space have become more widespread than in the past. A significant 
proportion of these studies have concentrated on the contrasting patterns of the 
phenomenon's development between urban and rural municipalities1 (Heleniak, 

                                                      
1 Ageing and urbanization are seen as the two main transitions of developed populations (Beard and Petitot, 2010). 
Urbanized regions tend to attract people of working ages, while rural regions are left with a higher proportion of 
people out of the labour market (Smailes et al., 2014). This comparison is particularly interesting considering the 
different levels of urbanisation between northern and southern Italian provinces. However, this aspect is not part of 
the objectives of this research. 
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2003; Moore and Pacey, 2004; Walford and Kurek, 2008; Gutiérrez Posada et al., 
2018; Backmana and Karlssona, 2023). Despite differences in the speed of 
development between the areas, over time all territories tend to converge to a similar 
level with each other (Kashnitsky et al., 2017). Golini et al. (2003) examined the 
correlation between the percentage of elderly people observed in 2001 in the Italian 
regions and the estimated rate of increase of the elderly population from 2001 to 
2021 in each region. The findings suggest that the process of population ageing will 
occur at a faster and more pronounced rate in Italy's southern regions, which are 
characterised by a younger demographic structure, in comparison to the northern 
regions, which are characterised by an older population. Furthermore, the rate of this 
transformation is found to increase as one moves towards regions with a low share 
of the elderly population. Reynaud et al. (2018) examined the evolution of 
population ageing between 2002 and 2014 across Italian provinces. The findings 
indicated a tendency towards a convergence of age structures, accompanied by a 
notable reduction in the initial disparities observed in 2002. The southern and island 
provinces exhibited a significantly younger population than those in the north-west, 
north-east and centre. However, during the period under review, a marked increase 
in the old-age index was observed in the southern and island provinces, in contrast 
to a slower dynamic in the northern and central regions, where some provinces even 
experienced demographic rejuvenation. The territorial differences of ageing in Italy 
are considerable, both within the main socio-economic regions and within regions or 
provinces (Basile et al., 2022). 

Given the heterogeneous nature of the ageing phenomenon in Italy, the impact of 
fertility and migration on ageing may vary considerably at the local level. The aim 
of this study is to assess whether and how the contribution of these demographic 
components to the slowdown in ageing differs according to the speed at which the 
phenomenon evolves over the period 2002-2022. In particular, we want to answer 
the following research questions: RQ1: How do fertility and migration contribute to 
the ageing process? RQ2: Is the contribution of fertility greater in provinces that have 
experienced faster ageing? RQ3: Is the contribution of migration greater in provinces 
that have experienced faster ageing? 

 
3. Data and method 

A data set was constructed using data provided by the National Institute of 
Statistics at the NUTS2 level for the period from 2002 to 2022. For each Italian 
province, data were collected on the demographic phenomena of interest, namely 
fertility and immigration. Among the various measures available for assessing 
population ageing, we selected the mean age of the population, in accordance with 
the research conducted by Garcia-Pereiro and Paterno (2022). Moreover, as 
demonstrated by the studies conducted by Murphy (2017), the utilisation of this 
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indicator in comparison to other available measures, e.g. the percentage of elderly 
persons 65+, does not result in any significant discrepancies in the interpretation of 
the findings. In our analysis, the total fertility rate (TFR) of Italian women was used 
as a basis for examining fertility trends2. While, in order to assess the impact of 
international migration, two key aspects were considered: firstly, the TFR of foreign 
women3 was employed as a measure of their potential contribution to the country's 
fertility; secondly, the percentage of the resident foreign population4 in each 
province was quantified in order to consider the volume of this population. 

In order to answer research questions 2 and 3, i.e. to check whether the 
contribution of fertility and migration varies with the speed of ageing, it was 
necessary to have a measure that could quantify the development of the phenomenon 
over time. In the context of studies on ageing, the annual rate of increase of ageing 
measures (Nagarajan et al., 2020; Lee, 2003) has been commonly employed to assess 
the advancement of the phenomenon. In light of these studies, we have choose to use 
it to measure the speed with which ageing progressed from 2002 to 2022 in the Italian 
provinces.  To this end, we have calculated the geometric rate of increase in the mean 
age as follows: 

 𝐺𝑅𝑖 = (𝑀𝑒𝑎𝑛 𝐴𝑔𝑒𝑖,2022𝑀𝑒𝑎𝑛 𝐴𝑔𝑒𝑖,2002) 120 − 1      (1) 

A twenty-year rate was chosen to avoid random fluctuations due to specific 
periods (e.g. the COVID-19 pandemic). In addition, changes after only one year may 
not be significant, as ageing typically develops over the long term. 

In our study, this growth rate represents the percentage change in the mean age 
of the resident population between the years 2002 and 2022. The mean age of the 
Italian population increased by approximately 5% on average, from 41.9 years in 
2002 to 46.2 years in 2022. The provinces were then classified according to the 

                                                      
2 There are notable disparities in fertility trends across Italy's macro-areas, with the North and South 
displaying contrasting patterns. In the northern and central regions of Italy, the TFR of Italian women 
exhibited an upward trajectory from the 2000s until 2010, when it began to decline to its current levels. 
Conversely, the TFR at the outset of the period was higher in the South than in the North, remaining 
relatively constant with some fluctuations until 2010. Subsequently, a decline in TFR values was also 
observed in this part of the country. 
3 The trend in the total fertility rate (TFR) of foreign women shows a decline at the national level, with 
differences in intensity between the different macro-regions. In particular, the fertility of foreign women 
is higher in the northern regions than in the other macro-regions. 
4 Since the beginning of the period under consideration (2002), the percentage of foreigners has 
increased throughout the country, with significant differences between the north and the south. The 
northern and central provinces have experienced exponential growth in the foreign presence, while the 
southern provinces have seen more moderate growth. Currently, the percentage of foreigners in 
northern Italy is about 10%, which is more than twice as high as in southern Italy, where it stands at 
around 4%. 
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quartiles of the distribution of the mean age growth rate (Figure 1) as follows: Fast 
Ageing (provinces with a growth rate of ageing in the upper quartile; 6.45 – 9.16), 
Medium-Fast Ageing (provinces with a growth rate between the median and the third 
quartile; 4.63 – 6.45), Medium-Slow Ageing (provinces with a growth rate between 
the first quartile and the median; 3.4 – 4.63) and Slow Ageing (provinces with a 
growth rate of ageing in the lower quartile; 0.77 – 3.4). This classification enables 
the identification and comparison of the differential impact of fertility and migration 
on mean age, depending on the rate of ageing. 

 
Figure 1  Box Plot growth rate of mean age for Italian provinces. 

 
Source: Our elaboration based on ISTAT data 

 

We decided to implement a series of OLS (Ordinary Least Squares) regression 
models, as shown in Table 1, where the dependent variable is the mean age in the 
provinces and the choice of independent variables varies according to the research 
question to be answered. The M1 model is designed to answer research question 
RQ1 by including the TFR of Italian women, the TFR of foreign women and the 
percentage of foreign population as independent variables. 

To answer research questions RQ2 and RQ3, i.e. to test whether the impact of 
fertility and migration on population structural change varies with the growth rate of 
the mean age, we treat the latter as a moderator variable. A moderator is defined as 
a variable that influences the strength of the relationship between an independent 
and a dependent variable (James and Brett, 1984). The treatment of a moderator 
variable in a statistical model implies the inclusion of an interaction term between 
the moderator variable and the independent variable of interest, which makes it 
possible to test whether the relationship between the independent variable and the 
dependent variable changes as a function of the values of the moderator variable. 
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Table 1  Description of the models. 

 M1 M2 M3 M4 
Dependent 
variable 

Mean age Mean age Mean age Mean age 

Independent 
variables 

TFR Italian women 
TFR foreign 
women 
Percentage of 
foreigners 

TFR of Italian 
women 

TFR foreign 
women 

Percentage of 
foreigners 

Moderator 
variable 

 
Growth rate of 
the mean age 

Growth rate of 
the mean age 

Growth rate of 
the mean age 

 

The M2 model is designed to answer RQ2 by including the variable TFR of 
Italian women. Questions RQ3 are addressed in models M3 and M4, which analyse 
the fertility contribution of foreign women and the foreign presence through the 
percentage of foreign population, respectively. It is therefore included in the M2, M3 
and M4 models the interaction term with the growth rate of the mean age, which 
allows us to test whether and how the impact of fertility and migration differs 
between provinces with different ageing speed. 
 
4. Results 

The demographic evolution of ageing was observed across the entire national 
territory, with a notable increase in the mean age, particularly pronounced in the 
southern and island regions as illustrated in Figure 2. It demonstrates that the 
territorial differences in ageing between southern and northern Italy has diminished 
over time. At the outset of the study period, provinces in Northern and Central Italy 
had a mean age four years higher than those in the South and Islands. However, due 
to the accelerated ageing process in the southern provinces, the maximum difference 
in mean age between the macro-areas is now less than two years.  

Figure 3 shows the Italian provinces classified according to the speed of ageing. 
The provinces in dark blue belong to the FAST category, having experienced a 
greater increase in the mean age, while those in light blue belong to the SLOW 
category, having experienced a smaller increase. It is clear that the southern 
provinces, which were among the youngest in 2002, have experienced rapid ageing. 
In contrast, the northern provinces experienced a more moderate increase in the mean 
age. These differences in the rate of ageing indicate a trend towards demographic 
homogeneity in terms of the mean age of the population 
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Figure 2  Trend of mean age across Italian macro-areas. Years 2000-2022. 

 

 
Source: Our elaboration based on ISTAT data 

 

Figure 3  Map of growth rate of mean age for Italian provinces between 2002-2022. 

 

 
Source: Our elaboration  based on ISTAT data 

 

Table 2 presents the results of OLS regression models, each column corresponds 
to the results of a specific model. 
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Table 2  Results of OLS Regression M1, M2, M3, M4. Year 2002-2022. 

 M1 M2 M3 M4 

TFR Italian women 
-7.264*** 

[-8.284, -6.244] 
-3.225*** 

[-4.540, -1.910]  
 

TFR foreign women 
-1.055*** 

[-1.371, -0.739]  
-1.414*** 

[-1.650,-1.177] 
 

Percentage of 
foreigners 

0.312*** 
[0.241, 0.383]   

0.203*** 

     
SLOW  (baseline) (baseline) (baseline) 

MEDSLOW 
 

-1.121 
[-3.401, 1.159] 

-0.953*** 
[-1.276, -0.594] 

0.196*** 
[0.148, 0.244] 

MEDFAST 
 

-2.211 
[-5.099, 0.677] 

-1.024*** 
[-1.339, -0.709] 

0.454*** 
[0.350, 0.558] 

FAST 
 

-15.205*** 
[-18.673,-11.737] 

-1.479*** 
[-1.777, -1.181] 

1.150*** 
[0.823, 1.477] 

Constant 
53.752*** 

[52.404, 55.100] 
54.221*** 

[52.774, 55.668] 
49.590*** 

[49.340, 49.840] 
41.524*** 

[41.255, 41.793] 
* p<0.1; ** p<0.05; *** p<0.001.  
Confidence intervals for the coefficient estimates are given in brackets []. 

 

The results of the M1 model indicate that fertility has a slowing effect on the 
ageing process, since the coefficient relating to the fertility of Italian women          
(β=-7.26) shows a negative relationship between mean age and fertility. This 
relationship is also confirmed by the coefficient on the fertility of foreign women 
(β= -1.05), although the effect of the fertility of native women on the mean age is 
greater. On the other hand, the foreign presence, expressed by the percentage of 
foreigners, shows a positive coefficient (β=0.31). This result contrasts with previous 
research (García-Pereiro, 2018), which showed a negative relationship between 
mean age and foreign presence. However, we do not interpret this positive 
coefficient as an increase in the mean age as the number of immigrants increases, 
but in a different way, which will be explained more clearly in the commentary on 
the M4 model.  

M3 analyses the relationship between the mean age and the TFR of foreign 
women. Again, there are differences in the effect of the total TFR of foreign women 
on mean age depending on whether ageing is faster or slower, but they are not as 
pronounced as in the previous case. 

Model M4 relates the mean age to the percentage of foreigners, but rather than 
seeing the increase in the mean age as a consequence of the increasing foreign 
presence in the area over time, we see it as an indication that, despite the increase in 
the percentage of foreigners, this has not been sufficient to halt the ageing process. 

Consequently, the beta coefficient indicates that the influence of foreign presence 
has not been sufficient to offset the effects of ageing. If the beta coefficient had been 
zero, it would have indicated a situation of perfect compensation between the elderly 
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population and the foreign population. It should be noted that the coefficient 
increases in proportion to the speed of ageing in the provinces, indicating that the 
speed of ageing plays a moderating role in this context. For the provinces in the 'slow' 
group, the coefficient is neither high nor very far from zero. It is therefore clear that 
the northern and central Italian provinces, which experienced a slower ageing 
process over the period considered, also recorded a higher percentage of foreigners. 
On the other hand, in the southern and island provinces, where the process was more 
rapid, the percentage of foreigners in the territory was not high enough to mitigate 
the effects of ageing. 

 
5. Discussion and conclusion 

Italy has experienced significant territorial differences in the development of 
population ageing. Consequently, it is crucial to consider it when studying this 
phenomenon. (Barile et al., 2022). 

At the beginning of the study period (2002), the ageing process divided Italy into 
two distinct regions: the southern and island provinces, which exhibited younger 
population structure and the central and northern provinces further along in the 
ageing process. The literature (Backman & Karlsson, 2024; Golini et al., 2003) 
indicates that demographic changes occur more rapidly and intensively in previously 
younger areas. The results of our analysis are consistent with those observed by 
Golini et al. (2003) and Reynoud et al. (2018) in their respective research. The 
provinces that were younger than the others at the beginning of the 2000s exhibited 
a greater increase in mean age in the subsequent years examined. As a result, the 
diversity in population structure between the Italian macro-areas diminished, 
indicating a tendency towards a state of demographic homogeneity with regard to 
the mean age of the population (Gutiérrez Posada et al., 2018; Kashnitsky et al., 
2017).  

To answer research question RQ1, namely how fertility and migration contribute 
to the ageing process, the results of our analysis highlighted the important role of 
fertility in slowing down this process. According to the research carried out by 
García-Pereiro and Paterno (2018), the fertility of Italian women influences the mean 
age more than other demographic phenomena, such as migration. In our research, 
the influence of the foreign component was analysed through two fundamental 
aspects: the fertility of foreign women and their number. It turned out that the fertility 
of foreign women has a slowing effect, although less than that of native women. 
With regard to numerosity, the positive beta coefficient indicates that the impact of 
the foreign presence has not been sufficient to compensate for the effects of the 
ageing process. Despite the increase of immigrants in Italy, they are not enough to 
reverse the demographic ageing process (Craveiro et al., 2019). Moreover, in 
provinces where the phenomenon has developed rapidly, a higher percentage of 
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foreign population is needed to observe significant effects than in provinces where 
the ageing process has developed more slowly. This raises questions about the 
sustainability of areas that receive even more immigrants (Bermingham, 2001; Bijak 
et al., 2006). 

With regard to questions RQ2 and RQ3, i.e. whether the contribution of fertility 
and migration is greater in provinces that have aged faster, the answer is yes. 
However, the differences in the contribution of the determinants of population 
structure according to the speed of ageing are more pronounced when fertility is 
considered than when migration is considered. This could be due to the different 
impact of the two phenomena on the mean age. Future research could focus on 
investigating the underlying causes of the different ageing rates in order to design ad 
hoc policies according to the demographic profile of territories. 

One limitation of this research is the use of mean age as a proxy for ageing. 
Consequently, potential future developments could include repeating the analysis 
using the median age and a lower level of aggregation to analyse the dynamics of 
the ageing rate among Italian municipalities. 
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THE EFFECT OF THE NATIONAL ECOVERY AND RESILIENCE 

PLAN ON THE HEALTHCARE SUPPLY IN THE ITALIAN 

PROVINCES 
 

Giuseppe Cinquegrana, Armando D’Aniello 
 
 
 

Abstract. The monitoring of the economic, social and environmental phenomena on which 
National Recovery and Resilience Plan funds represents a challenge for the policy makers. 
The integration between data at provincial level on the characteristics of the provinces and 
the open data on the NRRP funds represents an important monitoring support resource for 
public decision makers. The data available in the Italian government platform allows us to 
quantify the NRRP financing by unique project code and local project code, being able to 
trace the amount allocated to the provinces and individual municipalities for the NRRP 
missions. The scope of this work is to analyse the effect of NRRP funds on the healthcare 
supply in the Italian provinces estimating an econometric model in order to obtain a parameter 
to evaluate the impact of NRRP contributions to the access to the healthcare facilities. 
 
 
1. Introduction 

 
Monitoring the economic, social and environmental phenomena affected by 

National Recovery and Resilience Plan (NRRP) funds is essential for policy makers 
to assess the effectiveness of their decisions and implementation strategies. This 
study analyses the impact of NRRP funds on healthcare provision in Italian regions 
and provinces by estimating an econometric model. The analysis focuses on 
evaluating how NRRP contributions affect access to healthcare facilities. To achieve 
this, we integrate provincial-level data on healthcare facilities with open data on 
NRRP funds, creating a comprehensive resource for public policy makers. The 
Italian government's platform (www.italiadomani.gov.it) provides data to quantify 
NRRP funding by unique and local project codes, allowing the tracking of funds 
allocated to municipalities for NRRP tasks. 

On the one hand, we investigate whether NRRP funds increase healthcare 
expenditure and examine the potential crowding-out effect (Park et al. 2024) of these 
financial resources on private spending, given that a large increase in public spending 
could stimulate inflationary growth and thus induce monetary policymakers to raise 
interest rates, thereby reducing private investment demand. In addition, we analyze 
the impact of NRRP funds on the presence of healthcare facilities, considered here 
as a proxy for healthcare provision (Pamolli et al. 2017). The second section provides 
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an overview of NRRP missions by region, a literature review on the healthcare 
market, and a description of demand and supply indicators, including healthcare 
expenditure by region and healthcare facilities by province. Control variables 
relevant to healthcare expenditure are also discussed (Meskarpour et al. 2021). The 
third section describes the data and methods used for the econometric model. Finally, 
the fourth section concludes the study with a summary of findings and implications. 

 
 

2. NRRP and Healthcare Expenditure in Italian Provinces 
 
Divided into seven missions, the NRRP has three main objectives. The first, with 

a short-term horizon, focuses on repairing the economic and social damage caused 
by the pandemic crisis. In the medium to long term, the plan addresses persistent 
weaknesses in the Italian economy and society, including territorial disparities, 
gender inequalities, low productivity growth and limited investment in human and 
physical capital. Finally, the plan aims to promote a comprehensive ecological 
transition. 

The resource allocation by NRRP is a comprehensive reform package aimed at 
overcoming historical barriers that have hampered public and private investments, 
stunted growth and resulted in sub-optimal employment levels, particularly for 
women and young people. 

The NRRP should support the economic recovery by boosting GDP growth and 
sustaining high-income dynamics in subsequent years. It also aims to increase 
potential growth and productivity through innovation, digitalisation and investment 
in human capital. According to the Italian Ministry of Finance, based on the QUEST 
model developed by the European Commission (D'Auria et al., 2009), GDP is 
projected to be 3.6 percentage points higher by 2026 compared to a baseline scenario. 
While these estimates assume efficient public investments, they do not take into 
account additional gains from the reforms proposed in the plan, in particular those 
related to youth and female employment. With effective reforms to improve 
competitiveness, actual growth could exceed these projections. 

The EU's Next Generation initiative promotes a robust economic recovery across 
Europe, emphasizing ecological transition, digitalisation, competitiveness, training, 
social and territorial inclusion and gender equality, social and territorial inclusion 
and gender equality. 

The Regulation for the Recovery and Resilience Facility identifies six key 
intervention areas: green transition, digital transformation, sustainable and inclusive 
growth, social and territorial cohesion, health resilience and policies for younger 
generations. Based on these pillars, the Italian government has structured the 2021 
NRRP into six missions (Figure 1): 1. Digitalisation, innovation, competitiveness, 
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culture and tourism; 2. Green revolution and ecological transition; 3. Infrastructure 
for sustainable mobility; 4. Education and research; 5. Inclusion and cohesion; 6. 
Health. 

 
Figure 1  NPRR Funds by region. 

 
 

 

Source: our elaborations on Italia domani data. 
 

The strategy for Mission 6 focuses on aligning healthcare services with the needs 
of patients across Italy through major reforms and investments. Resources allocation 
will improve infrastructure, promote research and innovation, and improve the 
technical, digital and management skills of healthcare workers. 

In 2023, the EU launched a seventh mission, RePowerEU, to support the 
ecological transition. It aims to accelerate renewable energy production, strengthen 
distribution networks and promote energy efficiency, while fostering green skills in 
the public and private sectors. 

The healthcare sector is characterized by unique service characteristics, as 
outlined by Batley and McLoughlin (2015): a) The nature of goods and services: 
Rivalry and/or excludability; (b) Market failure characteristics: Monopoly tendency, 
positive or negative externalities, information asymmetry; (c) Task-related 
characteristics: Visibility + measurability of processes and outputs = imputability, 
discretion of frontline staff, transaction intensity, variability of treatment, provider 
autonomy; d) Demand characteristics: Frequency of use, predictability of use, 
territoriality. These characteristics require significant public intervention, 
particularly to address externalities. The government has to decide whether to 
manage healthcare institutions directly or to grant concessions to private entities for 
the provision of services, following a cost-transaction approach (Hart et al., 1997; 
Shleifer, 2000). 

In Italy, the healthcare system is of a mixed type. Public and private institutions 
coexist, with private providers receiving subsidies from local governments to 

NPRR 

Funds 
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provide services. There is also a grey zone of hybrid public/private schemes 
(Falsone, 2024), arising from the fact that many Italian healthcare entities are non- 
profit associations, consortia, social cooperatives, ecclesiastical organizations, legal 
moral bodies, private individuals, foundations, limited liability companies, and 
cooperative in-house companies. These entities operate on the borderline between 
public and private, yet they are subject to private business law. In recent years, the 
significant share of out-of-pocket payments by households confirms that the Italian 
healthcare system is of a mixed type, characterized by a higher incidence of private 
expenditure on total healthcare spending compared to the European average. 
Specifically, out-of-pocket payments accounted for 26.3% of total healthcare 
expenditures in Italy in 2021, compared to the EU average of 18.9% (OECD, State 
of Health in the EU, Italy Country Health Profile, 2023). The Italian mixed 
healthcare system has also been impacted by the reordering of local public services 
of economic relevance (Legislative Decree no. 201/2022), which does not explicitly 
exclude social and healthcare services from its scope (Falsone, op. cit.). The 
improvement of available facilities in this complex mixed system, along with the 
reorganization of territorial community healthcare services following the COVID- 
19 emergency and the implementation of Electronic Health Records (Cacciatore et 
al., 2023), represents a major challenge for NRRP funds. 

To assess the impact of NRRP funding, this study uses public healthcare 
expenditure and the number of healthcare facilities (hospitals) as proxies for goods 
and services provided in the healthcare sector. 

Public healthcare expenditure refers to the amount financed by the government 
to provide healthcare goods and services needed by households in a given region. It 
represents a significant proportion of current expenditure: according to the Ministry 
of Finance, public healthcare expenditure accounted for 6.3% of GDP in 2023, or 

€131.1 billion. Data from the Italian National Institute of Statistics (ISTAT) show 
that public healthcare expenditure had an average annual growth rate of 1.7% 
between 2012 and 2023 (Basso et al., 2024). The determinants of healthcare 
expenditure are both economic and social, as noted by Meskarpour et al. (op. cit.). 
The economic determinants depends on the overall economic growth of a country, 
with gross domestic product per capita often used as a key economic context variable 
(Pamolli et al., op. cit.). Social determinants include the size and age composition of 
the population analyzed as control variables in studies such as Akca et al. (2017) and 
Pamolli et al. (op. cit.). 

In this study, we consider the presence of healthcare institutions as a proxy for 
hospital and clinic facilities, which are essential for the provision of healthcare 
services. These facilities are where sick people go for treatment and recovery. 
Pamolli et al. (op. cit.) identify accessibility as a critical factor linking the 
identification of healthcare needs, the location of healthcare services, the ease of 
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access to these services and the ultimate ability to receive appropriate care. In our 
analysis, we do not directly consider other components of healthcare, such as 
professional medical advice, pharmaceuticals and medical technology. However, we 
hypothesize that improvements in healthcare infrastructure create economies of scale 
that have a positive impact on other components of service provision in the sector. 

 
 

3. A Model for Estimating the Impact of NRRP on Healthcare Service 
 

a. The model 
 
To analyze the impact of NRRP funding on healthcare services using the 

available data, we used a linear regression model (Galton, 1886; Kenney & Keeping, 
1962) with healthcare expenditure and number of healthcare facilities as dependent 
variables. All analyses were carried out using R software (R Core Team, 2022) and 
associated packages: sf (Pebesma, 2018), dplyr (Wickham et al., 2022) and ggplot2 
(Wickham, 2022). 

 
b. Creation of the Database and Estimation Methods 
 
Data on NRRP funding were obtained from the Italian government portal 

"italiadomani" (https://www.italiadomani.gov.it/), which provides details on funding 
by mission and local project code (LPC) at the municipal level. We integrated the 
relevant tables on NPRR at provincial level by local project code and we selected 
information specific to health-related projects. 

We obtained data on healthcare expenditure at regional level and on healthcare 
institutions at provincial from Istat source, as well as information on GDP per capita 
and on the resident population. We carried out the analysis at provincial level; 
therefore, we standardized the data at this territorial level: we aggregated funding 
data at provincial level, while we disaggregated regional expenditure data by 
provincial healthcare institutions and GDP per capita. First, we evaluated the 
correlation between Healthcare expenditure and Healthcare institutions and several 
control variables (Population, GDP per capita, Age, see Table 1), as reported in the 
literature mentioned in section 2 (Meskarpour et al. op. cit., Akca et al. op. cit. and 
in Pamolli et al. op. cit.). 
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Table 1  Correlation matrix among all detected variables. 

Healthcare inst. Healthcare exp. Population 
GDP 
per 

capita 
Age 

Healthcare inst. 1.00 0.93 0.94 0.63 -0.45 
Healthcare exp. 0.93 1.00 1.00 0.80 -0.30 
Population 0.94 1.00 1.00 0.77 -0.33 
GDP per capita 0.63 0.80 0.77 1.00 0.04 
Age -0.45 -0.30 -0.33 0.04 1.00 

 
We formulated a linear regression model to estimate healthcare expenditure at 

the provincial level considering the number of healthcare institutions (Figure 3.1) 
and to avoid multicollinearity, we used GDP per capita as the control variable 
selected on the base of the correlation analysis (Table 1): 

 ℎ𝑒𝑎𝑙𝑡ℎ𝑐𝑎𝑟𝑒_𝑒𝑥𝑝 = 𝛽0 + 𝛽1 𝑛_ℎ𝑒𝑎𝑙𝑡ℎ𝑐𝑎𝑟𝑒_𝑖𝑛𝑠𝑡 + 𝛽2 𝐺𝐷𝑃_𝑝𝑒𝑟_𝑐𝑎𝑝𝑖𝑡𝑎 

 
Applying this model, we obtained the estimated healthcare expenditure at 

provincial level (Figure 2) and the related estimated coefficients are in the following 
table (Table 2): 

 
Table 2 - Results of the regression model: healthcare_exp=β_0+ β_1 n_healthcare_inst+ 

β_2 GDP per capita. 

Coefficients: Estimate Std. Error t-value Pr(>|t|)  

(Intercept) -589.57264 570.32812 -1.034 0.315739  

n_healthcare_inst 79.05567 8.76610 9.018 6.88e-08  

GDP per capita 0.02088 0.00448 4.661 0.000224  

Residual standard error: 1397 on 17 degrees of freedom Multiple R-squared: 0.9379 

Adjusted R-squared: 0.9306 

F-statistic: 128.4 on 2 and 17 degrees of freedom p-value: 5.487e-11 

Source: our elaborations on Istat data. 
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Figure 2  Estimate of healthcare expenditure in 2021. 

Source: our elaborations on Istat data. 

c. Results 

After standardizing the data at the provincial level, we analyzed the contribution 
of NRRP funds to provincial healthcare expenditure (Figure 3). The map shows that 
in almost all provinces the amount of NRRP funds allocated to healthcare is less than 
10% of the estimated provincial healthcare expenditure. 

 
Figure 3  Percentage of healthcare expenditure covered by NRRP funds, provincial data. 

Source: our elaborations on Istat and italiadomani data. 
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To analyze the relationship between healthcare expenditure and NRRP funding, we 

applied a logarithmic transformations to the variables: 
 𝑙𝑜𝑔(𝑒𝑠𝑡_ℎ𝑒𝑎𝑙𝑡ℎ𝑐𝑎𝑟𝑒_𝑒𝑥𝑝𝑒𝑛𝑑𝑖𝑡𝑢𝑟𝑒) = 𝛼 + 𝛽 𝑙𝑜𝑔(𝑁𝑅𝑅𝑃_𝑓𝑢𝑛𝑑𝑖𝑛𝑔) 

 
The following reasons were on the base of this conversion: 
    Linearization of the Relationship: The initial scatterplot of healthcare 

expenditure versus NRRP funding indicated a nonlinear pattern, suggesting that 
a simple linear regression model might not accurately capture the relationship. 
Application of a logarithmic transformation to both variables rendered the 
relationship linear, allowing for a more precise fit using linear regression 
techniques. The log-log transformation is especially effective when both 
variables exhibit a multiplicative or exponential relationship, as it stabilizes 
variance and linearizes the data. 

    Interpretability in Terms of Elasticity: The logarithmic transformation facilitates 
the interpretation of the coefficient 𝛽 as the elasticity of healthcare expenditure 
with respect to NRRP funding. This is particularly pertinent in economic 
contexts, as it provides insight into the proportional responsiveness of 
healthcare expenditure to changes in NRRP funding. The coefficient 𝛽 = 0.53 
indicates that a 1% increase in NRRP funding is associated with a 0.53% 
increase in healthcare expenditure, thereby highlighting a less-than-proportional 
response. We present below (Table 3) the results of the model. 
 

Analyzing the same relationship by rescaling the variables based on GDP 
(considered as control variable as reported in Table 1), we obtain the following result 
(Table 4). log⁡(⁡𝑒𝑠𝑡⁡ℎ𝑒𝑎𝑙𝑡ℎ𝑐𝑎𝑟𝑒⁡𝑒𝑥𝑝𝑒𝑛𝑑𝑖𝑡𝑢𝑟𝑒GDP )=α+β⁡log (⁡NRRPfundingGDP ) 

 
Again, with a coefficient of β = 0.53, there is evidence of what was previously 

described regarding the elasticity of expenditure with respect to NRRP funding. 
Rescaling this time only the variable related to NRRP funding relative to GDP, we 
obtain the following graph (Table 5). 

 log⁡(⁡𝑒𝑠𝑡_ℎ𝑒𝑎𝑙𝑡ℎ𝑐𝑎𝑟𝑒_𝑒𝑥𝑝𝑒𝑛𝑑𝑖𝑡𝑢𝑟𝑒⁡)=α+β⁡log (⁡NRRPfundingGDP ) 

 
The coefficient β in this case is 0.44, consistent with previous findings. 
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Finally, we examined the relationship between the number of healthcare facilities 

per thousand inhabitants and the amount of NRRP funding per province, rescaled by 
GDP (Table 6): 

 log⁡(N⁡healthcare⁡𝑖𝑛𝑠𝑡⁡𝑥⁡⁡ 𝑃𝑜𝑝1000)=α+β⁡log (⁡NRRPfundingGDP ) 

 
The coefficient β = 1.55 indicates that the number of healthcare institutions is 

more than proportionally reactive to changes in NRRP funding. 
 

Table 3  Results of the regression model: Estimated healthcare expenditure ~ NRRP Funding. 

Coefficients Estimate Std. Error t-value Pr(>|t|) 

(Intercept) 11.5248 0.6421 17.95 <2e-16 
log NPRR funding 0.5292 0.0367 14.42 <2e-16 

Residual standard error: 0.2816 on 105 degrees of freedom Multiple R-squared: 0.6644 

Adjusted R-squared: 0.6612 

F-statistic: 207.9 on 1 and 105 degree of freedom p-value: 2.2e-16 

Source: our elaborations on Istat and italiadomani data. 

 
Table 4  Results of the regression model: Estimated healthcare expenditure / GDP ~ NRRP 

Funding / GDP. 

Coefficients Estimate Std. Error t-value Pr(>|t|) 

(Intercept) 6.7589 0.2515 26.87 <2e-16 
log NPRR Funding / GDP 0.5307 0.0339 15.65 <2e-16 

Residual standard error: 0.2684 on 105 degrees of freedom Multiple R-squared: 0.7001 

Adjusted R-squared: 0.6972 

F-statistic: 245.1 on 1 and 105 degree of freedom p-value: < 2.2e-16 

Source: our elaborations on Istat and italiadomani data. 

 
Table 5  Results of the regression model: Estimated healthcare expenditure ~ NRRP Funding 

/ GDP. 

Coefficients Estimate Std. Error t-value Pr(>|t|) 

(Intercept) 17.55768 0.32847 53.452 <2e-16 
log NPRR Funding / GDP 0.43579 0.04427 9.844 <2e-16 

Residual standard error: 0.3505 on 105 degrees of freedom Multiple R-squared: 0.48 

Adjusted R-squared: 0.475 

F-statistic: 96.91 on 1 and 105 degree of freedom p-value: < 2.2e-16 

Source: our elaborations on Istat and italiadomani data. 
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Table 6  Results of the regression model: Number of healthcare institutions * 

Population/1000 ~ NRRP Funding / GDP. 

Coefficients Estimate Std. Error t-value Pr(>|t|) 

(Intercept) -3.4894 0.8067 -4.325 3.48e-05 
log NPRR Funding / GDP 1.5460 0.1087 14.221 < 2e-16 

Residual standard error: 0.8609 on 105 degrees of freedom Multiple R-squared: 0.6582 

Adjusted R-squared: 0.655 

F-statistic: 202.2 on 1 and 105 degree of freedom p-value: < 2.2e-16 

Source: our elaborations on Istat and italiadomani data. 

 
 

4. Conclusions 
 
The NPRR funds should increase public healthcare expenditure, and our 

econometric study confirms this proposition. However, it seems that the increase in 
public healthcare expenditure is not proportional to that of the NPRR funds. In fact, 
a possible crowding-out effect on aggregate demand due to an inefficient use of 
NPRR funds could be at work, particularly as regards public healthcare expenditure. 
The increase in public expenditure due to the NPRR could affect the level of prices 
of goods and services related to the missions and a subsequent speed of inflation 
growth could affect a restrictive monetary policy by increasing the interest rate, thus 
reducing private aggregate demand. In order to better study this aspect, we have 
considered as a proxy for the supply of healthcare services the presence of healthcare 
institutions in the provinces. 

Taking into account the effect of the NPRR funds in the healthcare sector on the 
number of healthcare institutions at the provincial level, we have estimated a direct 
impact coefficient and the result is an increase of the healthcare supply more than 
proportional compared to that of the NPRR funds. 

In any case, the study needs further investigation, particularly in terms of 
updating the data both on the actual spending of the NPRR funds received by the 
Italian government and on the monitoring of the works in progress of the 
infrastructures planned by the NPRR missions. 

On the other hand, the study needs to improve both the applied methodology of 
the Small Area Indicators and the econometric IV methods. 
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COLLECTING DATA ON MIGRANTS’ HEALTH STATUS AND 
ACCESS TO HEALTH SERVICES: THE EXPERIENCE OF THE 

MOBILE APP “COMESTAI” 
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Dario Pescini, Stefania M. L. Rimoldi, Antonella Zambon 

 
 

Abstract. Despite the process of migrant settlement in Italy, there is still a lack of data on 
migrant health and access to health services. We have developed the mobile app “ComeStai” 
to collect new data on this population. 
ComeStai collects new and original information on migrants' self-assessed health status and 
access to health care through short surveys. The main questionnaire includes questions about 
the respondent's immigrant status, health status and health habits, access to and use of health 
care, and socio-demographic characteristics. Every month, the app displays a follow-up 
survey to track key variables over time, including respondents' health status and experiences 
of barriers to accessing health care.  
After submitting the answers to the main questionnaire, the user can access an in-app 
platform that provides an overview of the Italian public health system and regulations, a brief 
description of the main public health services, and a list of NGOs providing health services 
or support in the Metropolitan area of Milan, as well as their location on a map. 
Our study aims to test the efficacy of a mobile application as a data collection tool. We 
present the fieldwork and discuss the advantages and challenges of such a tool. Our 
evaluation considers the sample size achieved, the heterogeneity and representativeness of 
the sample to the real population. Based on the results, we will evaluate whether to extend 
the research to a larger geographical scale. 
 
 
1. The use of mobile apps in social research 

 
The increase in the number of activities reliant on mobile phones and mobile apps 

has improved users’ familiarity with their devices and has paved the way to use 
mobile devices (tablets, smartphones, mobile Web) for conducting surveys and 
collecting data (Couper, 2013; Marcano Belisario et al., 2015) even in migration 
studies (Rocheva et al., 2022). Social studies have therefore analysed big data from 
social networking sites, or online services targeting migrants for their studies, 
moreover, surveys online have become more frequent. Mobile apps can represent a 
useful and additional data-collecting method as they can both passively collect data 
(e.g. geolocalisation) or be used to conduct surveys (Couper, 2013).   

Similarly to online surveys, mobile apps offer several advantages for studying 
migrants: they enable respondents to complete surveys anywhere and at any time 
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(Marcano Belisario et al., 2015), reach populations geographically dispersed on a 
territory, highly mobile and not included in a Population Register, eliminate the need 
for interviewers and their knowledge of migrants’ native languages, since they can 
employ multilingual interfaces easing the self-administration of the questionnaire 
(Rocheva et al., 2022; Jacobsen and Kühne, 2021). In addition, the cost of a survey 
using mobile apps is considerably lower than a traditional survey requiring 
interviewers. Finally, apps allow researchers to solicit the collection of longitudinal 
data through mobile notifications rather than through recontact calls or emails.  
However, many challenges remain: the target population needs to have a mobile 
device; the mobile app should be designed to run on different operating systems; 
respondents’ reluctance to download a mobile app for privacy or data security 
concerns; a demanding task, such as daily activities or a long period of the study 
(Jacobsen and Kühne, 2021; Jäckle et al., 2022, 2023).  

The evidence regarding the quality of data collected with mobile apps presents 
mixed results: some studies found similar quality compared to traditional surveys, 
while others found the opposite (Jacobsen and Kühne, 2021; Marcano Belisario et 

al., 2015; Oakeley-Girvan et al., 2018). Previous studies unanimously agreed that 
the response rate in mobile app surveys is lower compared to other methods (Zhang 
et al., 2018; Jäckle et al., 2022, 2023), unless there is an interviewer persuading 
survey respondents to participate or offering a browser-based alternative to those 
reluctant to download the app (Jäckle et al., 2022). Little evidence on non-respondent 
rates highlights that personal characteristics may affect participation: younger and 
frequent users of other apps are more likely to participate (Jäckle et al., 2022; 
Jacobsen and Kühne, 2021). The characteristics of the survey are determinant too: 
the length of the questionnaire, the way the questions are formulated (a compromise 
between the available space and the need for clarity), the compatibility of the app 
with the device, a demanding task, finding the app on the store and downloading the 
app, setting relevant permissions in the app (e.g. notifications, location tracking) and 
invitation message (Jäckle et al., 2023; Wenz and Keusch, 2023). All these aspects 
are found to affect the participation rate and the completeness and quality of the 
responses. According to Fan and Yan (2010), the design of the invitation to 
participate in a survey indicating the organisation’s name, the purpose of the study, 
as well as the contact delivery modes, also affect the response rate.  

 
 

2. Selection bias: to weight, or not to weight? 

 
Literature unanimously recognises that the auto-selection in surveys conducted 

by mobile apps is evident, therefore, the use of data collected by mobile apps 
deserves caution. Usually, young people and women are more likely to complete the 
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surveys (Haddad et al., 2022). Scholars have used different solutions: 
poststratification or weighting, ranking, propensity score adjustment or a 
combination of these methods. However, there is little consensus on whether or not 
to use weighting to correct for selection bias. According to Mercer et al. (2018), the 
choice of the variable for weighting is more important than the statistical methods 
used, and the basic weighting method performs as well as more elaborate ones. 
Moreover, a larger non-probability sample reduces the variability of the estimates 
but does not significantly increase the accuracy (Mercer et al., 2018; Haddad et al., 
2022).  

 
 

3. Questionnaire design 

 
The population under study consists of individuals with foreign citizenship, 

naturalised or Italians born abroad, present in Lombardy during the data collection 
period.  

The research design employs two questionnaires, with the main one being 
presented upon the first download of the app, while a second set of questions is 
proposed (conditional upon acceptance) at three subsequent deadlines, every month 
from the first compilation. 

The questionnaires were designed to investigate the interaction between health 
status and socio-demographic factors. Therefore, in the main questionnaire, the 
questions were grouped into two sets: the health set and the socio-demographic set. 

As for the former, we used the European Health Interview Survey (EHIS) and the 
Istat survey “Condizione e Integrazione Sociale dei Cittadini Stranieri” as references 
for formulating the questions. This approach ensures that questions have already 
been validated and allows us to compare our results with the national and European 
averages. The total number of questions for the health set is 20. 

The socio-demographic set is made of 22 questions. A crucial point of this set of 
questions was to identify immigrants. We operationalised this by asking about the 
respondents’ birthplace, their first and second nationality, parents’ birthplace and 
their type of residence permit. The socio-demographic set was presented after the 
health status set to reduce the non-response rate1 (Lor et al., 2017) as well as social 
desirability bias linked to identity priming. However, as we wanted to ask some 
questions only to foreign citizens, we moved the question about the place of birth 
(“Were you born in Italy or abroad?”) at the beginning of the questionnaire and 
filtered the following questions accordingly. 

                                                      
1 Some demographic questions are largely recognized as sensitive and may be left unanswered or 
respondents may even choose to skip the entire survey due to confidentiality concerns. 
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As the questionnaire had to be self-completed, it was crucial to have a limited 

number of questions in order to limit the burden on respondents and increase the 
response rate. The total number of questions was 42. Of these, 4 were not proposed 
to people born in Italy and 3 were conditional on a previous affirmative answer, thus 
not always appearing2. The estimated average time of compilation was between 5 
and 7 minutes. 

The follow-up questionnaires are designed with two objectives. Firstly, to collect 
longitudinal data on three key aspects: current health status, health services used and 
barriers experienced in accessing healthcare. Secondly, to further investigate specific 
respondents’ health behaviours, e.g. regarding alcohol and drug use in case they 
declared a frequent use of these substances in the main questionnaire. The estimated 
average time of compilation was 1 minute. 

The questionnaires were designed in Italian and translated into 7 additional 
languages: English, French, Spanish, Arab, Chinese, Russian and Albanese. 
Languages were chosen according to the diffusion of the largest immigrant 
communities in the Lombardy region.  

 
 

4. App design 

As suggested by Jäckle et al. (2023) to increase the number of potential 
respondents, the ComeStai app was made available for both Android and iOS 
operating systems. As the app size is only 11 MB, it is fairly simple to download it 
both on WIFI and data, and it is unlikely that someone won’t be able to install it 
because of a lack of storage space on their phone. When first opening the app, it 
presents to the users the following steps: 

1 .  Choice of language 
2.  Informed consent regarding privacy issues 
3.  Informed consent regarding app notifications 
4.  Main questionnaire 
5.  Surfable information about healthcare in Italy and Milan area 

 
At further openings of the app, the user is redirected directly to step 5.  

In step 1, people using Android operating systems are forced to choose between the 
8 available languages. Unfortunately, it was not possible to implement this feature 
on the iOS operating system. For Apple devices, by default, the app is set on the 
language used by the mobile phone, if this is among the 8 languages available, and 

                                                      
2 Therefore, the total number of questions for a foreign-born individual spanned from 39 to 42, while 
the number of questions for a person born in Italy spanned from 35 to 38. 
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on Italian otherwise. Users can change the app language from the Settings area of 
their smartphone. 

In step 2, people are informed about the objectives of the research and about the 
fact that the app does not collect personal data that allow the identification of the 
respondent such as phone numbers, emails, names, and geolocation of the 
respondents. Previous studies showed that asking permission for geolocalisation and 
collecting emails or addresses considerably reduces the consent to install apps 
(Jäckle et al. 2023; Jacobsen and Kühne, 2021; Wenz and Keush, 2023). All data 
collected through the surveys is therefore anonymous. Upon completion of the 
surveys, the responses are assigned to a progressive ID number and directly stored 
in a database of the University of Milano-Bicocca. As no data is stored on the 
respondents’ phones, third parties cannot access the data even in case of loss of the 
device. 

In step 3, people are informed that in the following 3 months, the app will send 3 
notifications to check again on their health status. They can accept or refuse to 
receive notifications. If they accept, after 30, 60 and 90 days from the first 
compilation, a notification is sent to the mobile phones redirecting to the 3 follow-
up questionnaires. Over the 3 months, no other notifications are sent apart from 
these. This is consistent with the best practices identified in previous studies (Jäckle 
et al. 2023), which suggest that users are more likely to allow notifications when the 
reason is given and the task is not demanding, such as a long period of analysis or 
frequent requests (daily or weekly).   

The in-app platform provides information about healthcare for foreign citizens in 
Italy and Milan, organised in 9 tabs. The users can navigate through brief and simple 
descriptions about how to access public health services in Italy and some information 
on prevention services (free screening campaigns) and on the correct behaviours to 
maintain a healthy life (nutrition, active lifestyle, smoking, sun exposure); a list of 
all basic public health services available in the Milan Metropolitan area (emergency 
rooms, centres for addictions, centres for family planning, centres for mental health); 
as well as a list of the third-sector associations offering free healthcare to migrants 
in Milan. Links redirecting to the relevant external web pages are provided, including 
Google Maps links to geolocate the listed services. We also provide a summary map 
displaying all the points of interest, which was constructed using the “MyMaps” 
function of Google Maps. Users can also contact the research team through a 
dedicated email account, as shown within the app. All the contents can be updated 
over time by the research team through the University server, with no need for action 
on the respondents’ side, i.e. no need to re-download or update the app. This can be 
considered an incentive to participate although frequently the incentive is monetary. 
However, Jäckle et al. (2023) highlighted that monetary incentives could not 
compensate for the burden. Jacobsen and Kühne (2021) provided the users with news 
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on the situation of refugees in Europe without testing the effect of this incentive, 
however, the consent to use the mobile app was higher among those who arrived in 
the last 3 years compared to long-term refugees.    
 
 
5. Invitation design 

 
To recruit the participants, we used different channels. Firstly, we organised, with 

CSV Milano, several meetings with the selected NGOs that have participated in the 
design of the app, to help us disseminate ComeStai among their services’ users. We 
provided them with some full-colour flyers in Italian and two posters (one in Italian 
and one multilingual, Spanish, Chinese, Russian and Arab) showing the purpose of 
the survey, the name and the logo of the app, the QR code to download the app from 
both Apple’s and Android’s app stores, and the logo of the University Bicocca. These 
elements help to find the app reducing the risk of non-recognition of the app in the 
stores. According to Wenz and Keush (2023), the identification of the organisation 
sponsoring the study is crucial to increasing the response rate with apps sponsored 
by universities showing a higher response rate than those sponsored by market 
research companies. Secondly, we emailed migrant communities or other 
associations involved in helping migrants based in the Milan Metropolitan area, 
introducing the project and the survey, and providing the flyers. Thirdly, the 
university's press office informed the newspaper. Two of them agreed to publish a 
short article about the app. Fourth, we promoted the survey through Facebook. 
Finally, we solicited each staff members’ personal contacts to participate in the 
survey. As shown in Table 1, we sent 192 messages, and we received feedback from 
17 of these contacts who decided to promote the app among their users or associates. 
In addition to overcoming the reluctance of migrants to download the app, the 
research team or the volunteers invited in-person the users of some services to 
download the app, helped them with the download and answered their doubts about 
the questionnaire. As suggested by previous studies (Jäckle et al. 2023), in fact, an 
in-person invitation increases the participation rate. 

Table 1 − Recruitment of the participant  

Contact Total 

Health services 28 
Cultural or community association 64 
Place of worship 5 
Social networks - newspaper 29 
Other associations (Italian language schools, legal services, housing…) 66 
Total 192 
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6. Sample  

 
In the first 4 months since the app was published on the stores’ web pages (March-

June 2024), we collected 224 answers, of which 92 were from natives. We excluded 
the latter cases and we focused only on foreign-born and naturalised persons (132 
observations). Our sample is unbalanced in terms of gender composition with a 
higher percentage of women (64.4%) which confirms the higher participation rate of 
women. The age distribution is quite homogeneous across the age groups, and we 
interviewed people from 38 different countries of origin. The distribution by country 
of origin reflects the distribution of the resident foreign population in the 
metropolitan area of Milan with a higher percentage of Egyptians, Peruvians, 
Filipinos and Senegalese. The sample is biased with respect to the length of stay: a 
large proportion of respondents (40%) had recently arrived in Italy (last 2 years). 
Despite our efforts to disseminate the app through different channels, it was easier 
to reach foreign-born people who had recently arrived. The availability of 
information about health services probably acted as an incentive especially for those 
who needed it, confirming previous studies (Jacobsen and Kühne 2021). 

 
 

7.  Discussion 

 
While using an app to interview migrant populations presents many advantages, 

it also comes with several limitations and challenges, most of them anticipated in 
Section 1. Among these limitations, we found that language barriers can impact 
sensibly on results. Although the app supports multiple languages, ensuring accurate 
and culturally appropriate translations is challenging, misunderstandings or 
mistranslations can affect the quality of the data collected. For example, in our main 
questionnaire, the question “Was one of your parents born abroad?” was sometimes 
misunderstood, i.e. some immigrant respondents took their country of origin as 
country of reference and answered that their parents were not born abroad (meaning 
not born in a third country), while the phrasing intent was to consider any country 
other than Italy as “abroad”. This generated a few incorrect answers. The issue could 
be solved by asking “Was one of your parents born outside Italy?”. Another 
important issue refers to privacy concerns. Migrants might have concerns about the 
confidentiality and security of their data, particularly if they are undocumented or 
fear repercussions. These concerns can lead to lower participation rates or less honest 
responses. This can indeed be the case of the app here presented, as it deals with 
health and sanitary issues, which are sensitive data. One way to mitigate this 
limitation is to present the app to the target population with the help of trusted 
testimonials, such as NGO volunteers, especially if they belong to the same ethnic 
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background. Indeed, planning a close collaboration with the main NGOs in the area 
is one of the key operational strategies needed, both to ensure higher participation in 
the survey and to improve the overall quality of the responses. The collaboration 
with the NGOs is a crucial factor especially for longitudinal studies, as in the case 
of the app presented here. Establishing a close collaboration with NGOs is far from 
simple. Ultimately, it entails creating a tool, the app, that must be useful to three 
stakeholders with different needs: researchers, users, and NGOs. In this sense, the 
app's area dedicated to "content feedback" must be functional to the needs of users 
and NGOs, and therefore it must be carefully designed and maintained, possibly also 
with the collaboration of the NGOs themselves. Finally, we also suggest that 
combining the app-based surveys with other data collection methods, such as face-
to-face interviews or paper surveys, can also help reach a broader and more 
representative sample. 

We sent 192 messages through different channels, but most of these messages did 
not receive a response. The sample size is in line with other studies using apps, as, 
according to Zhang et al. (2018), the median sample size is 95. As mentioned above, 
our sample is quite heterogeneous in terms of age and country of origin, while it 
shows some specificity in terms of gender and length of stay. 
As for the timeline, each step takes time, which is difficult to predict. The 
dissemination of the app took longer than expected because, to ensure user 
participation, we had to contact NGOs to present the app with ad hoc meetings, 
which always take time to be organised, and we had to allocate additional time for 
the volunteers to answer the questionnaire and navigate the in-app information on 
health services in order to receive their evaluation of the potential usefulness for their 
users. Volunteers disseminated the app to their users through social media posting, 
distributing the flyers, sending emails and WhatsApp messages to their contacts, or 
they encouraged their users to download the app during classes or other in-person 
meetings.  

In conclusion, we can take stock of the experiment described in the preceding 
pages. The use of the ComeStai app as a data collection tool proved to be quite costly 
in terms of the time dedicated to promoting the tool among members of a "rare and 
elusive" population. It should also be noted that in this specific case, the topic 
(health) and the target population (migrants) presented numerous complexities 
regarding the sensitive points of administering a questionnaire via app (privacy, 
language, etc.). Numerically, the results were limited, although in line with the 
experiences cited in the literature. The low number of responses does not allow for 
comparisons between the different components of the reference population (e.g., 
legally and illegally present migrants); however, we can discern the positive value 
of this experience in two particular aspects: 
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- Enhanced Engagement: Despite the challenges, the process of engaging with 

the migrant population through the ComeStai app demonstrated the potential 
for building trust and fostering participation, especially when facilitated by 
trusted intermediaries such as NGO volunteers. 

- Data Integration Potential: The information collected, although limited in 
quantity, holds significant potential for integration with other data sources. 
This can enrich the overall understanding of health issues within the migrant 
population and support the development of more targeted and effective health 
interventions. 
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HEALTH STATUS BY CITIZENSHIP: INSIGHT FROM SURVEY 

AND REGISTER DATA ON IMMIGRANT HEALTH IN ITALY 
 

Elisa Cisotto, Eleonora Meli, Cecilia Tomassini, Giulia Cavrini 
 
 
 
 

Abstract. This paper analyses the health status of immigrants in Italy, focusing on their 
citizenship status and the impact of both individual and macro-level factors on their health. 
We specifically investigate whether immigrants report different levels of health conditions 
compared to native-born individuals, using measures such as self-rated health, the number of 
chronic diseases, and functional limitations. Additionally, we evaluate the relationship 
between citizenship acquisition and health, while also considering the role of family and 
social support networks.  
The study uses a combined dataset of survey and register data from the ISTAT ‘Families, 
Social Subjects, and Life Cycle’ (FSS) survey conducted in 2016. By linking FSS 2016 
survey participants with citizenship acquisition registers, we ascertain the citizenship status 
of immigrants in Italy.  
Key findings indicate significant health disparities among different migrant sub-groups. 
Foreigners have higher odds of reporting good or very good self-rated health compared to 
Italians but significantly lower odds of experiencing functional limitations and chronic 
diseases, highlighting a potential 'healthy immigrant effect,' where immigrants often arrive 
in better health compared to the native-born population. Naturalised citizens tend to have 
health outcomes more similar to those of native-born Italians, suggesting that the integration 
process, as proxied by naturalisation, may align immigrant health outcomes with those of the 
host population. 
Our study underscores the importance of considering both individual-level factors and 
broader socio-economic determinants when addressing health disparities among migrant 
populations. It highlights the need for tailored public health interventions that consider the 
unique social support structures and integration processes of migrant sub-groups. 
 
 
1. Background 

 
Although migration brings numerous positive societal effects, such as meeting 

labour market demands and sustaining welfare models, the recent large-scale 
population movements require substantial adaptations in public health and health 
systems (Pottie et al., 2017 Trummer and Krasnik, 2017). Health systems must adapt 
to address the needs of both disadvantaged migrant populations and non-migrant 
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residents. Consequently, there has been an increasing focus on the health of migrants 
in host countries, recognizing the unique challenges and health disparities they face. 

Migrants' susceptibility to illness is generally comparable to that of the general 
population; however, significant health disparities exist among different migrant 
sub-groups, often delineated by their countries of origin (WHO, 2024). A 
considerable proportion of migrants are part of the working-age population 
employed in low-paid jobs and are more likely to hold insecure, temporary contracts. 
Moreover, migrants may find themselves in vulnerable situations due to the reasons 
compelling them to leave their country of origin, the circumstances in which they 
travel, or the conditions they face upon arrival. Further, moving from one country to 
another entails not only a separation from the country of origin but also the 
challenging process of integrating into a new physical, institutional, and 
sociocultural environment. The loss of former support networks, or at the very least 
their transformation, presents immigrants with the need to rebuild their social 
support systems in the host country, involving an active search for support. 

Research shows that people with greater social support, less isolation, and higher 
levels of interpersonal trust live longer and healthier lives than those who are socially 
isolated. Support from living arrangements and family members can provide a 
buffering effect against health deterioration among migrants, making social support 
a critical factor influencing their health (Yang et al., 2023; Salgado et al., 2012; 
Wong et al., 2008). Effective social support plays a positive role in promoting and 
protecting both physical and mental health, significantly alleviating migration-
related stress (Fogden et al., 2020; Schweitzer et al., 2006). This positive impact of 
social support is also evident among migrants residing in Italy (Novara et al., 2023). 

Despite the growing recognition of the importance of this issue, gaps remain in 
our understanding of the relationship between migration and health, especially in 
countries with a relatively recent history of immigration like Italy. 

This study aims to explore whether foreigners residing in Italy report different 
levels of health compared to native-born individuals. Among the various questions 
regarding the health of foreigners, we focus on the role of naturalisation, together 
with the presence of family and social support networks. From this perspective, we 
examine the health status of foreigners and foreign-born migrants residing in Italy in 
2016. A key objective of our analysis is to evaluate the utility of a combined dataset 
of survey and register data in studying migrant health. The primary dataset comes 
from the ISTAT ‘Families, Social Subjects, and Life Cycle’ (FSS) survey conducted 
in 2016, which represents a cross-section of Italy’s adult population (ISTAT 2016). 
By linking FSS 2016 survey participants with citizenship acquisition registers, we 
obtain data on the year of naturalisation from 2012. To our knowledge, no previous 
studies have merged these data sources to investigate migrants' health and family 
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information. Therefore, this study offers an in-depth view of migrants' health, the 
role of citizenship, and the influence of family and social support. 

 
 

2. Method 
 
The study is based on a combined dataset of survey and register data. The primary 

dataset comes from the ISTAT ‘Families, Social Subjects, and Life Cycle’ (FSS) 
survey conducted in 2016, representing a cross-section of Italy’s adult population 
(ISTAT 2016). By linking FSS 2016 survey participants with citizenship acquisition 
registers and obtaining data on the year of naturalisation spanning from 2012 to 
2021, we ascertain the citizenship status of immigrants in Italy. 

In this study, we utilised data from the FSS questionnaire to create three 
dichotomous variables based on specific health-related questions. First, respondents 
were asked to assess their general health (SRH), with response options being very 
good, good, neither good nor bad, bad, and very bad. For analysis purposes, we 
created a dummy variable where 1 represented good or very good health and 0 
represented all other responses. Second, respondents were inquired about the 
presence of chronic diseases or long-term health problems, defined as conditions 
lasting or expected to last at least six months. Based on the response, a dummy 
variable was created where 1 indicated the presence of chronic diseases or long-term 
health problems and 0 indicated their absence. Last, respondents were asked if they 
experienced limitations lasting at least six months in performing usual activities due 
to health problems (ADLs), with responses categorised as severe limitations, non-
severe limitations, and no limitations. From these responses, we created a dummy 
variable where 0 indicated no limitations and 1 indicated severe or non-severe 
limitations. 

To achieve the study's objectives, we utilized multivariate logistic regression 
analysis to investigate the associations between various individual- and macro-level 
factors influencing immigrant well-being. Key variables include the acquisition of 
Italian citizenship and the presence of family and social support networks. 
Specifically, the frequency of personal contacts is assessed using a dummy variable 
indicating at least weekly personal contact (1) or less frequent contact (0). Social 
support is measured by two key variables: informal help and formal help. Informal 
help is assessed by whether respondents received assistance from people outside the 
household and is categorized as no (0) and yes (1). Formal help is measured by 
whether respondents received economic assistance from institutions, also 
categorized as no (0) and yes (1).  

As control variables, demographic information includes age (categorised as 18-
34 and 35-64), sex, and marital status (categorised as married, never married, 
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separated/divorced, and widowed). Socioeconomic status is assessed through 
educational attainment, which indicates the highest level of education completed by 
respondents and is categorised as tertiary, secondary, and primary education. 
Perceived economic resources measure respondents' perceived adequacy of 
economic resources, categorised as very good or sufficient, and insufficient or 
absolutely insufficient.  

In all models, robust standard errors (S.E.) were used, and the data were weighted 
using normalised ISTAT weights. All the analyses were performed using Stata 18. 
 
 
3. Results 

 
3.1. Descriptives 

 
Table 1 provides the sample characteristics stratified by citizenship status, based 

on weighted data from the ISTAT 2016 FSS survey. The sample comprises 17,982 
respondents, with 9.8% identified as foreigners, 2.2% as naturalised citizens, and 
88% as Italians. 

The data reveal significant differences in demographic and socio-economic 
variables among the three groups. Most of the foreign and naturalised respondents 
are foreign-born (98.0% and 93.0%, respectively), contrasting sharply with the 
Italian group (1.5%). A notable proportion of naturalised citizens (50.5%) have held 
citizenship for over five years, suggesting a significant period of integration and 
adjustment.  

Age distribution indicates a higher percentage of younger individuals (18-34 
years) among foreigners (37.2%) compared to naturalised citizens (29.2%) and 
Italians (28.6%). Conversely, the 35-64 age group is more prevalent among 
naturalised citizens (70.8%) and Italians (71.4%) than among foreigners (62.8%). 
This demographic shift might reflect Italy's relatively recent history as a migration-
receiving country and the integration phase where younger immigrants either 
naturalise or remain as foreigners. Gender distribution shows a slightly higher 
proportion of women among naturalised citizens (58.3%) compared to foreigners 
(53.7%) and Italians (49.8%). 

Regarding family and social characteristics, naturalised citizens are more likely 
to be married (61.7%) compared to foreigners (51.9%) and Italians (51.5%). This 
finding aligns with the naturalisation process, where marriage is a common pathway 
to citizenship (Boyd and Grieco, 2003), with women having a higher propensity to 
acquire citizenship through marital ties (Boyd and Grieco, 2003; Jasso and 
Rosenzweig, 1995). 
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Social support variables highlight that weekly personal contact is significantly 

lower among foreigners (20.5%) compared to naturalised citizens (28.0%) and 
Italians (59.9%). This reduced social interaction among foreigners may indicate 
potential social isolation, a common challenge faced by immigrants (Cacioppo and 
Cacioppo, 2014). 

The proportion of individuals receiving help is relatively similar across the 
groups, with 13.3% of foreigners, 17.1% of naturalised citizens, and 15.3% of 
Italians reporting receiving help. Economic help from institutions is more common 
among foreigners (7.0%) than among naturalised citizens (3.5%) and Italians (1.3%), 
reflecting potentially greater economic vulnerability among foreigners (Borjas, 
1999). Educational attainment reveals that tertiary education is less common among 
foreigners (13.2%) and naturalised citizens (13.7%) compared to Italians (17.1%). 
Furthermore, economic resources are perceived as insufficient by a larger proportion 
of foreigners (54.3%) compared to naturalised citizens (36.6%) and Italians (29.5%). 
This underscores the economic challenges faced by the foreign-born population, 
which can be impacted by the disparity in educational attainment affecting 
employment opportunities and socio-economic integration for immigrants 
(Chiswick and Miller, 2009). 

Table 1 − Sample characteristics by citizenship status. Weighted data. 

  Foreigners Naturalised Italians Total 

 
n (abs.) 1,231 385 16,366 17,982 

 n (%) 9.8 2.2 88.0 100.0 
 

Foreign-born 98.0 93.0 1.5  
 Citizen for > 5 years  50.5   
 

18-34 37.2 29.2 28.6 29.5 
 35-64 62.8 70.8 71.4 70.5 
 Women 53.7 58.3 49.8 50.3 
 Tertiary education 13.2 13.7 17.1 16.7 
 Married 51.9 61.7 51.5 51.8 
 Weekly personal contact 20.5 28.0 59.9 55.3 
 Help receivers 13.3 17.1 15.3 15.1 
 Economic help by institution 7.0 3.5 1.3 1.9 
 Insufficient economic resources 54.3 36.6 29.5 32.1 
 

Good SRH 82.2 79.1 78.7 79.1 
 At least one chronic disease 7.9 13.8 14.9 14.2 
 ADLs 5.2 6.6 7.3 7.1 
 Severe ADLs 2.4 2.7 2.9 2.9 
Source: Famiglia e Soggetti Sociali, ISTAT. 
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Health status indicators suggest that most respondents report good self-rated 

health (SRH), with slightly higher proportions among foreigners (82.2%) compared 
to naturalised citizens (79.1%) and Italians (78.7%). The prevalence of chronic 
diseases is lower among foreigners (7.9%) than among naturalised citizens (13.8%) 
and Italians (14.9%). Lastly, functional limitations (ADLs) are reported by 5.2% of 
foreigners, 6.6% of naturalised citizens, and 7.3% of Italians, with severe ADLs 
being reported by a smaller fraction across all groups. These findings indicate that 
functional limitations are relatively consistent across groups but slightly higher 
among Italians, possibly due to an older age distribution in this group. 

 
3.2. Health outcomes by citizenship status 

 
Figure 1 reports odds ratios and robust standard errors from logistic regression 

models of citizenship status and three health outcomes: good or very good self-
reported health (SRH), presence of at least one chronic disease, and severe or non-
severe functional limitations (ADLs).  

Figure 1 − Odds ratio (OR) and robust standard errors from logistic regression models for 

the three health outcomes (good or very good SRH, presence of at least one 

chronic disease and ADLs limitations) and citizenship status 

(reference=Italians). Weighted data. 

 
Source: Own elaboration on Families, Social Subjects and life cycle (FSS), ISTAT, 2016. All models control for age 

(18-34, 35-64), sex, marital status, contacts with the family, received formal and informal help, education and 

perceived economic resources (see Table 2).  

 
For citizenship status, foreigners generally report better health outcomes 

compared to Italians. Specifically, foreigners have significantly higher odds of 
reporting good or very good self-rated health (OR = 1.458, 95% CI: 1.259-1.687) 
and significantly lower odds of experiencing functional limitations (OR = 0.550, 
95% CI: 0.435-0.694) and chronic diseases (OR = 0.417, 95% CI: 0.345-0.505) 
compared to Italians. This may reflect the so-called ‘healthy immigrant effect’, 
where immigrants often arrive in better health compared to the native-born 
population (McDonald and Kennedy, 2004). Naturalised citizens, on the other hand, 
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show health outcomes more similar to those of Italians. They do not have 
significantly different odds of reporting good or very good SRH (OR = 1.109, 95% 
CI: 0.847-1.452), functional limitations (OR = 0.880, 95% CI: 0.585-1.324), or 
chronic diseases (OR = 0.888, 95% CI: 0.660-1.193) compared to Italians. This 
suggests that the integration process, as implied by naturalisation, may influence 
health status, potentially aligning it more closely with that of native-born citizens.  

Overall, family and social networks have a mixed role in relation to health 
outcomes (Table 2). Weekly personal contact is not significantly associated with the 
odds of reporting good or very good self-rated health, chronic diseases, or functional 
limitations. However, receiving help (both informal and formal) is negatively 
associated with health conditions. These results may reflect the greater need for 
assistance among individuals with poorer health.  Marital status associations are less 
pronounced, with never married, separated/divorced, and widowed individuals 
showing varying odds ratios for different health outcomes, but generally not 
significantly different from married individuals. Notably, widowed individuals have 
higher odds of experiencing functional limitations and chronic diseases, and lower 
odds of reporting good or very good self-rated health. 

Table 2 − Odds ratio (OR) and robust standard errors from logistic regression models for 

the three health outcomes (good or very good SRH, presence of at least one 

chronic disease and ADLs limitations). Control variables. Weighted data. 

 

Source: Own elaboration on Families, Social Subjects and life cycle (FSS), ISTAT, 2016. All models control for 

citizenship status (Figure 1). 

 
Among the other control variables, all directions are consistent with what is 

expected according to the literature. Individuals aged 35-64 have significantly higher 
odds of experiencing functional limitations and chronic diseases, and significantly 
lower odds of reporting good or very good self-rated health compared to those aged 
18-34. Gender differences are notable, with males having lower odds of functional 
limitations and chronic diseases, and higher odds of reporting good or very good 
self-rated health compared to females. Educational attainment is inversely related to 

OR OR OR

35-64 (ref=18-34) 0.262 0.229 - 0.299 2.570 2.246 - 2.943 2.642 2.189 - 3.189

Women (ref=men) 1.307 1.206 - 1.416 0.776 0.711 - 0.848 0.935 0.830 - 1.054

Never married (ref=married) 1.085 0.977 - 1.205 0.968 0.863 - 1.085 1.307 1.122 - 1.521

Separated/Divorced (ref=married) 0.986 0.867 - 1.121 1.013 0.878 - 1.170 1.202 0.996 - 1.450

Widowed (ref=married) 0.461 0.366 - 0.581 1.375 1.061 - 1.782 2.272 1.698 - 3.040

Secondary education (ref=primary) 1.788 1.639 - 1.951 0.804 0.730 - 0.886 0.536 0.470 - 0.613

Tertiary education (ref=primary) 2.145 1.881 - 2.446 0.818 0.715 - 0.935 0.471 0.383 - 0.578

Weekly personal contact (ref=no) 1.005 0.922 - 1.096 0.972 0.884 - 1.068 0.965 0.848 - 1.097

Receive help (ref=no) 0.790 0.709 - 0.880 1.602 1.435 - 1.789 1.737 1.501 - 2.011

Receive economic help by institution (ref=no) 0.667 0.520 - 0.856 1.733 1.324 - 2.270 1.756 1.284 - 2.403

Very good/good economic resources (ref=bad/very bad) 2.229 2.052 - 2.422 0.581 0.530 - 0.637 0.453 0.400 - 0.512

Control variables
Good SRH Chronic diseases ADLs

95% CI 95% CI 95% CI
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negative health outcomes, as are perceived economic resources. Higher educational 
attainment (secondary and tertiary) is associated with better self-rated health and 
lower odds of functional limitations compared to primary education. Additionally, 
tertiary education lowers the odds of chronic diseases compared to primary 
education. Perceived economic resources, categorized as very good or good, are 
strongly associated with better health outcomes. Overall, these findings underscore 
the importance of socio-economic factors in determining health outcomes. 

 
 

4. Discussion  
 
This study provides a first analysis of the health status of foreigners and foreign-

born migrants residing in Italy, with a particular focus on the role of citizenship 
acquisition and social support networks. Our key findings indicate significant health 
disparities among different migrant sub-groups. Specifically, foreigners have higher 
odds of reporting good or very good self-rated health compared to native-born 
Italians. Conversely, they have significantly lower odds of experiencing functional 
limitations and chronic diseases. Interestingly, naturalised citizens tend to have 
health outcomes more similar to those of native-born Italians, suggesting that the 
integration process, as proxied by naturalisation, may play a crucial role in aligning 
immigrant health outcomes with those of the host population. Additionally, our 
results support the ‘healthy immigrant effect,’ with immigrants exhibiting better 
health upon arrival compared to the native-born population (Kennedy et al., 2006; 
McDonald and Kennedy, 2004). Given that Italy has a relatively recent history as an 
immigration country, the immigrant population is predominantly young. This 
demographic characteristic implies that most immigrants have not resided in the 
country long enough to experience the well-documented phenomenon where the 
initial health advantage diminishes with longer stays in the host country. This decline 
in health, often observed as migrants adapt to the lifestyle and environmental factors 
of the host country, can be attributed to various factors, including stress associated 
with the migration process, changes in lifestyle and diet, and barriers to accessing 
healthcare services (Giannoni et al., 2016; Marmot et al., 2008; Newbold, 2005; 
Razum et al., 2000). The alignment of health outcomes of naturalised citizens with 
those of native-born Italians suggests that naturalisation and the associated socio-
economic integration play a critical role in mitigating these adverse effects. 

Overall, foreigners report diverse configurations of family and social 
relationships and generally better health conditions, given equivalent socio-
demographic, familial, and economic variables. Our analysis highlights the critical 
role of social support in relation to health outcomes. Weekly personal contact is not 
significantly associated with reporting good or very good health, chronic diseases, 
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or functional limitations. However, receiving no help, both informal and formal, is 
significantly associated with lower odds of reporting good or very good health, 
chronic diseases, and functional limitations. This likely reflects the greater need for 
assistance among individuals with poorer health and suggests a need for further 
analysis of the interaction between family and social support, citizenship, and health 
outcomes. 

Several limitations of the study should be acknowledged. First, the cross-
sectional nature of the FSS ISTAT survey limits our ability to establish causal 
relationships between citizenship status, social support, and health outcomes. 
Longitudinal data would be more appropriate to assess the long-term impact of 
naturalisation and social support on health. Second, the reliance on self-rated health 
measures may introduce reporting bias, as individuals' perceptions of their health can 
be influenced by various subjective factors. These perceptions may vary 
significantly across different cultures within the migrant groups. Due to sample size 
limitations, the study cannot account for the heterogeneity within migrant groups, 
such as differences in cultural background, migration experience, and length of stay 
in Italy, which could influence health outcomes in complex ways. 

Furthermore, while the linkage of survey data with citizenship acquisition 
registers provides valuable insights, it is limited to individuals who participated in 
the survey, potentially omitting important sub-groups of the migrant population. 
Another limitation is the potential underrepresentation of undocumented migrants or 
those with precarious legal status, who may face even greater health disparities but 
are less likely to be captured in official surveys and registers. 

Although this study is limited to relatively more integrated migrants, it offers 
valuable insights and sets the stage for further research. It contributes to the growing 
body of literature on migrant health by leveraging a unique dataset that combines 
survey and register data to provide a nuanced understanding of the health status of 
immigrants in Italy. Our findings underscore the importance of considering both 
individual-level factors, such as citizenship status and social support, and broader 
socio-economic determinants when addressing health disparities among migrant 
populations. 

Future research should examine the effect of time since naturalisation (within ±5 
years) and assess measures of family and social contact to further deepen our 
understanding of migrant health. Additionally, developing a social vulnerability 
index could help identify the most at-risk groups and tailor interventions more 
effectively. 
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Abstract. More than 230 million women live with FGM/C worldwide, a condition linked to 

adverse health consequences, and for which the quality of available health care is often 

inadequate. As it is hard to identify and reach migrant women with FGM/C living in host 

countries, the research on this population group in Europe is limited. This paper focuses on 

the Italian context. The aim is to investigate the probability for immigrants coming from 

countries where FGM/C is practiced to be hospitalised for FGM/C-related obstetrical issues, 

using data from Italian Hospital Discharge Records for the year 2019. Results show that an 

increase of 1 percent point in the home country FGM/C prevalence is correlated with an 

increase of 0.43% in the probability of being hospitalised for an FGM/C-related obstetrical 

condition. Further research should aim at differentiating between the FGM/C types, with a 

focus on the most harmful practices, i.e. infibulation, and at investigating other potential 

health consequences, such as physical, sexual and psychological conditions. 

 

 

 
1. Introduction 

 
The term “female genital mutilation or cutting”, hereafter FGM/C, refers to any 

procedure of modification, partial or total removal or other injury to the female 

genital organs for non-medical reasons (WHO, 2018). According to the last available 

figures for the countries practicing FGM/C in Africa, the Middle East and Asia 

where survey data is available, more than 230 million girls and women live today 

with FGM/C, a 15% increase compared to data released in 2016 (UNICEF, 2024). 

However, FGM/C is an umbrella term encompassing extremely different, often 

geographically specific, practices, which is why the World Health Organisation 

(WHO) classifies FGM/C into four different types.  

The causes underlying FGM/C differ greatly across typologies and territories. In 

some places FGM/C is seen as an important rite of adulthood passage; in other 

communities FGM/C is (wrongly) believed to enhance female fertility; Type III 

FGM/C, i.e. infibulation, is often performed to ensure chastity; in other cases, the 
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fear of breaking social conventions, which would lead to undesired consequences 

such as lower chances of marriage, plays a strong role as well (Berg et al., 2010a). 

Research on FGM/C is hampered by difficulties in reaching the population of 

interest. As there are no nationally representative surveys on FGM/C in non-

practicing countries, direct estimations of the number of women living with FGM/C 

in Europe are not available. However, other types of estimations have been proposed, 

commonly based on applying the home-countries FGM/C prevalence rate to the 

known number of immigrants in destination countries, although such approach is not 

caveat free (Ortensi et al., 2015). 

Across Europe, it has been estimated that 578,068 women aged 10 or more lived 

with FGM/C in 2011 (Van Baelen et al., 2016), the majority of which were born in 

East-Africa (Somalia, Egypt, Ethiopia, Eritrea, Kenya, Sudan and Djibouti). In Italy, 

indirect estimates calculated using data from 2010, 2011 and 2016 indicate 

respectively a number of 57,000 (Farina et al., 2016), 59,700 (Van Baelen et al., 

2016), and 60-80,000 women living with FGM/C (Ortensi et al., 2018). It should be 

noted that these three estimations are not directly comparable as the considered age 

brackets differ: 15-49 in the first study, 10+ in the second study and 15+ in the third 

study. 

Women living with FGM/C incur in a number of adverse health consequences, 

both short- and long-term (Klein et al., 2018; Reisel et al., 2015), whose 

complication extent depends largely on the FGM/C type (Chibber et al., 2011). It 

has been estimated that 1 in 500-1,000 FGM/C results in death (Reyners, 2004). 

Other health consequences pertain physical health, e.g. higher incidence of urinary 

tract infections and complications of delivery (Berg et al., 2014); mental health, such 

as depression, anxiety and PTSD (Abdalla and Galea, 2019); sexual health, including 

pain during intercourse and reduced sexual satisfaction (Berg et al., 2010b); and 

psycho-social wellbeing, such as adverse effects on women’s sense of identity and 
self-esteem (O’Neill and Pallitto, 2021). However, the quality of the studies, 
particularly on mental and sexual consequences, is generally weak (Abdalla and 

Galea, 2019; Berg et al., 2010b). Finally, adverse health consequences are also 

exacerbated by inadequacy of care (Evans et al. 2019a; Evans et al., 2019b; 

Turkmani et al., 2018). 

In Italy, some efforts have been put forward to address the practice of FGM/C 

and its consequences. In 2006 the parliament passed a law prohibiting FGM/C, that 

introduced the development of informative campaigns, training of health workers, 

instituted of a tollfree number, international cooperation programmes and the 

responsibility of the institution where the crime is committed, and recognised that 

doctors have a role in eliminating FGM/C by educating patients and communities 

(Turillazzi and Fineschi, 2007). Nevertheless, evidence highlights inadequate levels 



Rivista Italiana di Economia Demografia e Statistica 73 

 

of awareness of health practitioners regarding FGM/C practices and legislation 

(Surico et al., 2015; Caroppo et al., 2014).  

 

2. Data and Methods 

 
2.1 Data  

 

The present study uses data from the universe of Italian hospital discharge records 

(HDRs) database (Italian Ministry of Health, Planning Department, schede di 

dimissione ospedaliere, SDO) for the year 2019. For each hospital episode, the data 

report information on up to six medical diagnoses and procedures, codified 

according to the International Classification of Diseases, Ninth Revision (ICD-9-

CM), plus contextual variables (region, province, and local health authority, i.e. 

LHA), demographic characteristics of the patient (age, sex, country of citizenship), 

socio-economic variables (marital status, educational level, health insurance status) 

and type of hospital (private, public). The initial 2019 dataset includes 8,537,262 

observations. As the analysis focuses on female immigrants’ health, from the dataset 
We drop all observations of male sex. Moreover, we include only citizens of 

countries were FGM/C is known to be practices. Finally, we drop observations 

younger than 15 years old. This results in a dataset of 26,988 observations. Given 

that in the dataset is not possible to uniquely identify individuals, we cannot track 

patients over time. The unit of analysis is therefore the hospitalisation event.  

 

 

2.2 Methods 

 

The outcome variable is the proportion of FGM/C complications linked to 

obstetrical health, over the number of hospitalizations. In the main analysis, only the 

principal diagnosis was considered in order to identify FGM/C-related obstetrical 

hospitalisations. The conditions were selected following the classification proposed 

by Cottler-Casanova et al. (2020), who operationalized previous descriptive 

literature by identifying a list of relevant ICD-9 diagnosis codes, reported in Table 

1, which include selected complications of pregnancy, labour, delivery and the 

puerperium. 
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Table 1  FGM/C obstetric and perinatal ICD-9 complications & codes. 

Complications of pregnancy, childbirth, and the puerperium1 ICD-9 code 

Pregnancy with abortive outcome   
Spontaneous abortion (634) 

 

  Spontaneous abortion complicated by genital tract and pelvic infection 634.0 

Complications mainly related to pregnancy   
  Anemia complicating pregnancy childbirth or the puerperium 648.2 

Normal delivery, and other indications for care in pregnancy, labor and delivery  
Disproportion in pregnancy labor and delivery (653) 

 

  Outlet contraction of pelvis in pregnancy labor and delivery 653.3 

  Fetopelvic disproportion 653.4 

  Disproportion of other origin in pregnancy labor and delivery 653.8 

  Unspecified disproportion in pregnancy labor and delivery 653.9 

Abnormality of organs and soft tissues of pelvis (654) 
 

  Congenital or acquired abnormality of vagina complicating pregnancy childbirth or 

the puerperium 654.7 

  Congenital or acquired abnormality of vulva complicating pregnancy childbirth or the 

puerperium 654.8 

Complications occurring mainly in the course of labor and delivery  
Obstructed labour (660) 

 

  Obstruction by abnormal pelvic soft tissues during labor 660.2 

  Failed forceps or vacuum extractor unspecified  660.7 

  Other causes of obstructed labor 660.8 

  Unspecified obstructed labor  660.9 

Long labour (662) 
 

  Prolonged second stage of labor  662.2 

Trauma to perineum and vulva during delivery (664) 
 

  First-degree perineal laceration during delivery  664.0 

  Second-degree perineal laceration during delivery  664.1 

  Third-degree perineal laceration during delivery  664.2 

  Fourth-degree perineal laceration during delivery  664.3 

  Unspecified perineal laceration during delivery  664.4 

  Vulvar and perineal hematoma during delivery  664.5 

  Other specified trauma to perineum and vulva during delivery 664.8 

  Unspecified trauma to perineum and vulva during delivery 664.9 

Other obstetrical trauma (665) 
 

  High vaginal laceration during and after labor  665.4 

  Other obstetrical injury to pelvic organs  665.5 

  Obstetrical pelvic hematoma 665.7 

  Other specified obstetrical trauma  665.8 

  Unspecified obstetrical trauma  665.9 

Postpartum hemorrhage (666) 
 

  Third-stage postpartum hemorrhage 666.0 

  Other immediate postpartum hemorrhage 666.1 

  Delayed and secondary postpartum hemorrhage  666.2 

  Postpartum coagulation defects  666.3 

                                                 
1 Source: Cottler-Casanova et al. (2020). 
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Table 1 (cont.) FGM/C obstetric and perinatal ICD-9 complications & codes. 

Complications of pregnancy, childbirth, and the puerperium2 ICD-9 code 

Other complications of labor and delivery not elsewhere classified (669) 
 

  Maternal distress 669.0 

  Obstetric shock 669.1 

  Maternal hypotension syndrome 669.2 

  Acute kidney failure following labor and delivery  669.3 

  Other complications of obstetrical surgery and procedures 669.4 

  Forceps or vacuum extractor delivery without mention of indication 669.5 

  Breech extraction without mention of indication 669.6 

  Cesarean delivery without mention of indication 669.7 

  Other complications of labor and delivery 669.8 

  Unspecified complication of labor and delivery  669.9 

Complications of the puerperium   
Major puerperal infection (670) 

 

  Major puerperal infection, unspecified  670.0 

  Puerperal endometritis 670.1 

  Puerperal sepsis 670.2 

  Puerperal septic thrombophlebitis  670.3 

  Other major puerperal infection  670.8 

Other complications of the puerperium not elsewhere classified (674) 
 

  Disruption of obstetrical perineal wound  674.2 

 

The main independent variable is an indicator of FGM/C prevalence in the origin 

country, as reported in the UNICEF Global Databases3 (Appendix Table A.1), 

following the epidemiology approach used by several researchers in order to estimate 

correlation between home country and country of destination behaviours (Fernández, 

2011). The equation to be estimated can be expressed as follows: 

 𝐻𝑜𝑠𝑝 = 𝛼 + 𝛽 𝐹𝐺𝑀𝐶𝑝𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑒 + 𝛾 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠 + 𝛿 + 𝜀 (1) 

Where 𝐻𝑜𝑠𝑝 is a dummy that takes value one if the hospitalisation refers to an 

obstetrical condition linked to FGM/C, and takes value zero if it refers to any other 

medical condition; 𝐹𝐺𝑀𝐶𝑝𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑒 is a continuous variable that indicates the 

home country FGM/C prevalence according to the citizenship of the hospitalised 

woman, 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑠 is the set of controls outlined above, 𝛿 indicates the Local Health 

Authority fixed effects and 𝜀 is the error term. In this equation,  is the parameter of 

main interest. 

 

  

                                                 
2 Source: Cottler-Casanova et al. (2020). 
3  Source: data.unicef.org, accessed on 22 November 2021. 
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3. Results 

 
Table 2 describes the hospital discharge records database according to age, 

education, marital status, health insurance and hospital type. For completeness, we 

report descriptive statistics for the sample of interest, i.e. immigrant women coming 

from countries were FGM/C is known to be practiced, along with the Italian sample 

and the sample of all other immigrants. On average, immigrants from FGM/C 

countries are younger than the other groups, have lower education and are less 

frequently hospitalised in private hospitals.  
 

Table 2  Hospital discharge records (HDR) database, hospitalisations characteristics, 

2019. 

 

Immigrants from 

FGM/C countries Italian Other immigrants 

 N. %. N. % N. % 

Age class       
  15-24 5,296 19.74 168,129 4.52 28,094 11.44 

  25-34 10,924 40.72 396,038 10.65 80,803 32.91 

  35-44 6,744 25.14 439,597 11.82 58,954 24.01 

  45-54 1,932 7.20 430,100 11.57 31,553 12.85 

  55-64 809 3.02 480,654 12.93 25,116 10.23 

  65-74 628 2.34 621,113 16.71 13,824 5.63 

  75 or older 495 1.85 1,182,078 31.80 7,196 2.93 

  Total 26,828 100.00 3,717,709 100.00 245,540 100.00 

       

Education       
  No/elementary 3,964 14.78 763,917 20.55 23,023 9.38 

  Lower secondary 7,641 28.48 770,708 20.73 67,806 27.62 

  Upper secondary 4,571 17.04 788,788 21.22 62,634 25.51 

  University 1,661 6.19 355,568 9.56 20,891 8.51 

  Missing 8,991 33.51 1,038,728 27.94 71,186 28.99 

      

Marital status      
  Married 10,593 39.48 1,448,813 38.97 96,989 39.50 

  Missing 9,735 36.29 1,144,237 30.78 86,064 35.05 

      

Health insurance      
  NHS 26,370 98.29 3,594,116 96.68 239,502 97.54 

  Co-pay 458 1.71 123,593 3.32 6,034 2.46 

      

Type of hospital      
  Private 3,261 12.16 1,082,978 29.13 38,984 15.88 

  Public 23,486 87.54 2,625,976 70.63 205,745 83.79 

  Missing 81 0.30 8,755 0.24 811 0.33 
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Table 3 reports the ORs of being hospitalised for a FGM/C-related disease, given 

the share of cut women in home countries. As the focus in on obstetrical diagnosis, 

the sample is restricted to women below 44 years old.  

 

Table 3  Logistic regression results (ORs) for the likelihood of hospitalisations due to 

FGM/C-related obstetrical conditions, 2019. 

 

Hospitalisation for 

FGM/C-related 

obstetrical conditions 

  

FGM/C % in home country  1.0043*** 

(1.003 - 1.006) 

Age (ref: 25-34)  

 15-24 0.8372*** 

(0.735 - 0.954) 

 35-44 0.5406*** 

(0.476 - 0.614) 

Education (ref: Upper secondary)  

 No/elementary 0.8727 

(0.716 - 1.063) 

 Lower secondary 0.9818 

(0.843 - 1.144) 

 University 1.1297 

(0.901 - 1.416) 

 Missing 1.0393 

(0.885 - 1.221) 

Marital status (ref: Unmarried)  

 Married 1.7872*** 

(1.516 - 2.106) 

 Missing 1.6016*** 

(1.348 - 1.903) 

Health insurance (ref: Other)  

 NHS 3.0176*** 

(1.510 - 6.031) 

Hospital type (ref: Private)  

 Public 1.8875*** 

(1.457 - 2.446) 

 Missing 6.6278*** 

(2.534 - 17.333) 

Observations  22,835 

Local Health Authority FE YES 
*** p<0.01, ** p<0.05, * p<0.1 Robust cieform in parentheses. 

 

Results show that for a one-unit increase in the home-country FGM/C prevalence, 

it is expected a 0.43% increase in the likelihood of hospitalisation for an obstetrical 

FGM/C-related conditions, after controlling for individual characteristics and 
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province fixed effects. Being hospitalised in a public rather than a private hospital, 

under a public rather than private or co-pay insurance, and being unmarried has a 

positive correlation with the likelihood of hospitalisation for a FGM/C-related 

condition. As robustness check, we performed the same analysis (1) looking for 

FGM/C related diagnosis in all six diagnosis fields rather than in the principal 

diagnosis field only; (2) using an alternative data source for the main independent 

variable of interest, i.e. share of women living with FGM/C in home countries 

(Ortensi et al. 2018)4; and (3) combining these two robustness checks. The results 

remain significant at the 99% confidence level, with similar magnitude: OR 1.0032 

(95% CI 1.002 - 1.005) in the robustness check (1); OR 1.0042 (95% CI 1.002 - 

1.006) in the robustness check (2); and OR 1.0029 (95% CI 1.001 - 1.004) in the 

robustness check (3). 

 
 

4. Conclusions 

 
Using Hospital Discharge Record (HDR) data from 2019, we investigated the 

prevalence of obstetrical health consequences due to FGM/C among immigrants 

from countries where FGM/C is practiced. Results showed that, among immigrants 

from FGM/C-practicing countries, a one-unit increase in the home-country FGM/C 

prevalence is correlated with a 0.43% increase in the rate of hospitalisation for 

obstetrical FGM/C consequences. This positive and statistically significant 

correlation suggests that women who have undergone the practice are more likely to 

experience severe pregnancy-related health issues. FGM/C can cause scar tissue, 

inflexibility, and narrowing of the vaginal opening, all of which contribute to 

obstructed labor and perineal trauma. Our data show a clear connection between 

these anatomical alterations and adverse outcomes such as prolonged labor, perineal 

lacerations, and postpartum hemorrhage. The high incidence of cesarean deliveries 

and instrumental births (forceps or vacuum extractor) in our study population 

highlights the difficulty some of these women face in delivering naturally. These 

findings indicate a pressing need for preemptive obstetric interventions and 

individualized care plans for women with FGM/C, particularly those experiencing 

high-risk pregnancies. This places additional strain on healthcare systems, requiring 

specialized care and longer hospital stays, particularly in cases of obstructed labor 

or perineal trauma. These findings underscore the need for healthcare professionals 

to be trained in managing FGM/C-related complications, which will become 

increasingly critical as the population of women from FGM/C-practicing countries 

grows. Finally, the obstetric complications associated with FGM/C not only affect 

                                                 
4 See Appendix Table A.1 
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the mother but can also have detrimental consequences for the child. Prolonged 

labor, obstructed labor, and the need for emergency interventions like cesarean 

sections increase the risk of neonatal morbidity and mortality. 

The study suffers from several limitations. First, has the HDRs are compiled by 

health practitioners rather than ad-hoc trained personnel, the level of data accuracy 

is lower compared to most survey data. For example, the data records a large number 

of missing values for marital status and education. We dealt with this issue by 

creating a residual category that includes the missing values for these two variables. 

Moreover, outcomes on sexual conditions and psychological health, both indicated 

in the literature as medical areas affected by the practice of FGM/C, could not be 

studied due to the low number of observed cases as well as endogeneity issues. 

Indeed, other factors such as migration patterns and extreme conditions in the 

country of origin (wars) are likely to be correlated both with citizenship and 

psychological health.  

The association between FGM/C prevalence in home countries and the rate of 

obstetric complications in Italy underscores the need for targeted public health 

strategies. Efforts should focus on educating at-risk immigrant populations about the 

health risks of FGM/C, promoting alternative rites of passage, and offering access to 

specialized obstetric care. Furthermore, policies aimed at early identification and 

counseling of pregnant women with FGM/C could help mitigate complications 

during delivery, ultimately reducing hospitalizations and improving maternal 

outcomes. 

There is a need for more studies on the long-term reproductive health outcomes 

of FGM/C survivors and for enhanced training programs for medical staff to 

recognize and manage FGM/C complications effectively. We would encourage 

future research on health consequences of FGM/C to focus on these understudied 

areas of interest. Further quantitative and qualitative research is needed to investigate 

the diffusion of FGM/C among immigrants in destination countries in general, and 

especially second generation and undocumented immigrants. Research should aim 

also to understand the mechanisms behind the preservation of this practice in 

destination countries, with the goal of developing empowering strategies for all 

women at risk to get freedom of choice on their own bodies.  
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Appendix Table 

Table A.1  Share of women living with FGM/C in home countries (main independent 

variable). 

 
Country UNICEF 

global 

databases5 

(2021) 

Ortensi et 

al. (2018)6 

Country UNICEF 

global 

databases 

(2021) 

Ortensi et 

al. (2018) 

Somalia 99.2 97.9 Chad 34.1 38.4 

Guinea 94.5 96.9 Senegal 25.2 24.7 

Djibouti 94.4 93.1 CAR 21.6 24.2 

Mali 88.6 91.4 Kenya 21.0 21.0 

Egypt 87.2 87.2 Nigeria 19.5 24.8 

Sudan 86.6 86.6 Yemen 18.5 18.5 

Sierra Leone 86.1 89.6 Maldives 12.9 - 

Eritrea 83.0 83.0 Tanzania 10.0 14.6 

Burkina Faso 75.8 75.8 Benin 9.2 9.2 

Gambia 75.7 74.9 Iraq 7.4 8.1 

Mauritania 66.6 69.4 Togo 3.1 4.7 

Ethiopia 65.2 65.2 Ghana 2.4 3.8 

Guinea-Bissau 52.1 44.9 Niger 2.0 2.0 

Indonesia - 49.0 Cameroon 1.4 1.4 

Liberia 44.4 49.8 South Sudan - 1.4 

Cȏte d'Ivoire 36.7 38.2 Uganda 0.3 1.4 
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Abstract. Istat is one of the few public institutions that have initiated the implementation of 

the Occupational Health and Safety Management System (OHSMS) since 2018 in order to 

ensure the Prevention and Protection Measures application. In 2018, Istat achieved the British 

Standard OHSAS 18001 certification and later, in 2021, UNI ISO 45001:2018 was confirmed 

and updated. Organisational and management measures are the basis for defining the 

prevention and protection system. The evolution of health and safety organisation required 

designated figures and specific measures despite challenges such as changes in managers, 

transfers and organisational complexity. The goals and the policies focus on worker 

protection, ethical principles, the OHSMS adoption and the Fire Safety Management System 

development. These processes assign internal responsibilities, encouraging employee 

participation in the continuous improvement through the Workers' Representatives for Safety 

and the Employer. OHSMS has led to the improvement in working conditions and to a safety 

culture growth. Many procedures have been implemented such as hazard identification, legal 

requirements, goals and improvement programmes, training management, information and 

communication, non-conformity management, health surveillance, emergency preparedness 

and response, internal audits and management review. Operational instructions are provided 

for activities such as video terminals usage, manual loads handling, electrical risk, personal 

protective equipment management, interference risk management, building and plant 

maintenance and instrumental resource management. All the procedures are applicable to all 

the Institute Roman offices. Later, OHSMS has been extended to regional offices. This work 

describes the adoption of the OHSMS model as per Legislative Decree 81/08, in the complex 

reality of a public research institution as Istat. This adoption is a best practice to promote the 

continuous improvement in workers’ health and safety protection. 

  

                                                      
1 This article is the result of the common contribution of all and, therefore, the individual contribution 

is considered equal and equivalent to that of the other co-authors. The authors’ points of view expressed 
in the article do not necessarily reflect the official opinions of the National Institute of Statistics - Istat.   
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1. Introduction 
 

The European Framework 2021-2027 on occupational safety2 establishes 

priorities and key actions necessary to improve workers' health and safety in the 

coming years within the context of a post-pandemic world, characterized by green 

and digital transitions, economic and demographic challenges and the evolution of 

the traditional work concept (Amatucci et al., 2024). The plan reiterates the need for 

safe working conditions, essential for a healthy and productive workforce, and 

emphasizes how crucial is this aspect for the sustainability and competitiveness of 

the EU economy (Barra, 2022). 

The National Institute of Statistics (Istat), as a public research institution, plays a 

fundamental role in producing high-quality official statistics, operating 

autonomously but in constant interaction with the academic and scientific world. 

One of its main missions is to serve the community through the production, 

communication, analysis and forecasts of statistics based on advanced European 

scientific standards. 

In accordance with art. 30 of Legislative Decree 81/08, Istat has adopted, since 

2018, the model of the Occupational Health and Safety Management System 

(OHSMS) in order to ensure the application of prevention and protection measures 

in the complex and articulated Public Administration reality. Over the years, Istat 

has consolidated its commitment to workplace safety achieving important 

certifications such as the British Standard OHSAS 18001 and the UNI ISO 

45001:2018. 

The effectiveness of the System is confirmed by the results of a monitoring 

conducted by Accredia and INAIL in 2018 on a large number of companies, which 

showed a reduction of 16% in the Frequency Rate3 of certified companies compared 

to others, and a decrease of 40% in Severity Rate4 (Nisi et al., 2018). 

The work aims to highlight the effectiveness of the management system in 

improving health and safety conditions in workplaces, reducing the occurrence of 

injuries and the associated social and economic costs.  

 

 

 

                                                      
2 https://ec.europa.eu/social/BlobServlet?docId=24122&langId=en 
3 The Frequency Rate quantifies the number of accidents per million hours worked during a specific 

period (Frequency Rate = number of accidents x 1,000,000 / number of hours worked). 
4 The Severity Rate quantifies the number of absences from work due to accidents occurred during a 

specific period (Severity Rate = number of total days absence accidents x 1,000 / number of hours 

worked). 

https://ec.europa.eu/social/BlobServlet?docId=24122&langId=en
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2. Materials and methods 
 

 The adopted OHSMS is compliant with the UNI ISO 45001:2018 standard, it 

aims to improve health and safety at work by establishing an effective control, and 

to develop a culture of safety. As described by UNI INAIL 2001, the OHSMS follows 

a cyclical sequence of planning, implementation, monitoring and review of the 

system, through a dynamic process. The ability of the system to achieve planned 

objectives depends on the commitment and involvement of all company figures, 

especially at the highest level. Table 1 shows the organisational structure and roles 

in the OHSMS in Istat.  

 
Table 1  Organisational Structure and Roles in the Occupational Health and Safety 

Management System (OHSMS) in Istat. 

 

 Employer, Manager and Supervisor  First Aid and Emergency Responders; 

 Prevention and Protection Service  DUVRI Update Coordinator; 

 Occupational Health and Safety 

Management System Manager 

 Workers' Safety Representatives (WSR); 

 Fire Safety Technical Manager 
 IT Department for work equipment supply 

(PCs, Monitors, Printers, etc.) 

 Asbestos Maintenance and Control Plan 

Manager 

 Administrative Department for the 

management and compliance of buildings 

and equipment 

 Occupational Physician  

 Human Resources Office (organisation of 

medical examination and medical records 

archiving) 

Source: Istat, Organizational Structure and Roles in the OHSMS. 

 

The adoption of OHSMS in Istat was based on the development of a series of 

managerial procedures, technical guidelines and operational instructions aimed at 

verifying and monitoring the implementation of Prevention and Protection Measures 

in a complex reality. These measures have strengthened the safety management 

system, improving the protection of workers and promoting a culture of safety within 

the Institute. Furthermore, in accordance with the Ministerial Decree of 2 September 

2021 «GSA», the OHSMS has integrated the Fire Safety Management System both 

in operation and in emergency phase (FSMS).  

The main organisational, managerial and technical measures of the OHSMS form 

the basis for defining the prevention and protection system. They have been adopted 

by the Director General who verifies and monitors their implementation through the 

Occupational Safety Management System Manager and all the involved structures. 

The procedures include: hazard identification and risk assessment to prevent 



86 Volume LXXIX n.3 Luglio-Settembre 2025 

 

potential accidents; regulatory compliance and fulfilment of additional requirements 

ensuring a safe working environment; application of improvement objectives and 

programmes to promote an increasingly safe and healthy work environment; 

accurate management of documentation and ongoing training to ensure compliance 

and staff awareness of safety regulations; effective communication and non-

conformity monitoring to identify and solve promptly potential risk areas in the 

workplace; prompt and precise management of accidents and injuries to prevent their 

occurrence; occupational health surveillance as an integral part of employees’ health 

management, ensuring regular checks and prevention of occupational diseases; 

preparedness and response to planned emergencies to ensure the safety and 

protection of personnel in critical situations; management of personal protective 

equipment to ensure they are suitable and correctly used by workers; management 

of interference risks to avoid accidents due to interaction between different activities 

or processes in the workplace; accurate ordinary and extraordinary maintenance of 

buildings and facilities to ensure a safe and functional working environment; 

management of instrumental resources to guarantee the availability and proper 

maintenance of tools necessary to carry out work activities safely; regular internal 

audits and management review to assess the effectiveness of the health and safety 

management system and identify areas for improvement. Table 2 lists the procedures 

related to the organisational, managerial and technical measures of the OHSMS, 

fundamental to maintain a safe working environment. 
 

Table 2  Main procedures related to organisational, managerial, and technical measures 

of the OHSMS. 

 

 Hazards identification and risk assessment  Management of injuries and accidents 

 Legal and additional requirements  Health surveillance management 

 Objectives and improvement programmes 

regarding Health and Safety in the 

workplace 

 Emergency preparedness and response 

 Document management 
 Management of personal protective 

equipment 

 Training management  Management of interference risks 

 Information 
 Management of ordinary and extraordinary 

maintenance of building and plant 

 Communication  Management of instrumental resources 

 Management and monitoring of non-

conformities  Internal audits and management review 

Source: Istat, Organizational, management, and technical measures adopted in the OHSMS. 
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2.1. Operational instructions 

 

In order to ensure workplace safety, specific "operational instructions" support 

specific activities. These instructions have been developed to cover a wide range of 

tasks, as the use of video terminals, photocopiers, printers, scanners and fax 

machines, manual handling of loads, use of stairs and stepladders, management of 

electrical risk, minor maintenance activities, use of sharp and cutting objects, use of 

automated archives, management of first aid kits and injuries in case of fire, lifts 

emergency interventions, hygienic requirements of air treatment systems and general 

hygiene and health prevention and protection measures for the Istat offices in Rome. 

These operational instructions are essential to ensure that activities are carried out 

safely and in compliance with regulations, strongly reducing risks to workers' health 

and safety. 

 

 

3. Organisational Measures for Emergency Management 
 

Among the main organisational and managerial measures, we find the emergency 

preparedness and response which includes a detailed procedure to face situations of 

serious and immediate danger. The procedure concerns the appointment of 

emergency responders, the adequacy of teams that should be assembled according 

to the number of people involved and the work shifts, and the identification of an 

emergency coordinator. The names of the emergency responders are available to all 

personnel through signs situated in the workplace. Moreover, in case of immediate 

danger, employees are given instruction to cease their activity, leave the office and 

head towards a safe place.  
 

Table 3  Data of evacuation drills conducted in the last 6 years. 

 2019 2020* 2021* 2022 2023 2024 
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A 7' 140 4' 104 < 15' 21 3' 53 5' 77 4' 71 

B 8' 315 4' 338 - - 5' 93 6' 145 5' 84 

C 6' 374 - - - - 5' 218 6' 308 5' 291 

D 6' 209 - - - - 5' 75 6' 116 4' 90 

E 5' 116 - - - - 5' 38 4' 42 5' 48 

F 7' 139 - - - - 8' 60 7' 49 8' 45 
Source: Istat, Internal documents. * In 2020 and 2021, due to the COVID-19 emergency, it was not possible to 

conduct on-site evacuation drills in some offices. However, in each year, six virtual drills were carried out via 

web conference with the emergency team members of different offices. "Duration" is indicated in minutes, while 

the "Emptied" columns show the number of people evacuated from different sites. 
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It is fundamental to develop an Emergency and Evacuation Plan with detailed 

floor plans that show the position of firefighting devices, alarm buttons, emergency 

switches, evacuation routes and emergency exits. Furthermore, fire drills are 

scheduled and conducted, at least annually, to test the effectiveness of procedures 

and to train the staff. 

As a final point, the emergency equipment is regularly replenished to ensure the 

immediate availability in emergency situations. Table 3 reports data of the 

evacuation drills conducted in the last 6 years, while Table 4 reports the number of 

fire prevention, firefighting, and emergency management operators over the past 6 

years. 
 

Table 4  Number of Fire Prevention, Firefighting and Emergency Management Officers in 

the last 6 years. 

Site 2019 2020 2021 2022 2023 2024 

A 85 85 83 77 72 68 

B 33 38 38 40 38 31 

C 16 16 16 16 16 16 

D 17 17 15 15 15 17 

E 43 42 39 35 35 33 

F 29 28 25 19 17 16 

Total  223 226 216 202 193 181 

Source: Istat, Internal documents. 
 

 

4. Active Employee Involvement in the OHSMS 
 

The active involvement of employees in the Occupational Health and Safety 

Management System (OHSMS) is crucial to ensure a safe and healthy work 

environment (ILO-OSH, 2001). The planning of intervention which includes 

adjustment measures and continuous improvement programmes constitute the 

operational methods for hazard identification and risk assessment and control. The 

direct involvement of employees in these activities is part of the Institute goals and 

policy inasmuch as their experience of daily working conditions can implement and 

improve the OHSMS. 

The Workers’ Safety Representatives (WSRs) and the Employer play a central 

role in encouraging employees’ participation through regular meetings, safety 

training sessions with the purpose of solving issues and fostering open dialogue on 

workplace safety. This collaboration has led to an increase in safety awareness, a 

greater adherence to procedures and a safer and healthier work environment. As a 
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result, non-commuting accidents have significantly decreased because they are 

strictly connected to the effectiveness of prevention and protection measures. 

Data collected from surveys on Work-Related Stress highlight the effectiveness 

of employees' active participation. In the period 2019-2021, around 40% of the 

workers of the Roman offices (approximately 1825 employees) were involved in the 

work-related stress risk assessment, identifying 54 organizational units. In the period 

2022-2024, of about 1470 workers, 45% were involved in the assessment, 

identifying 57 organizational units (Camisasca et al., 2023 No.4). These data 

demonstrate the importance of employees’ participation in improving working 

conditions and risk management. 

 

 

5. Results 
 

A detailed analysis of the results obtained through the implementation of the 

Occupational Health and Safety Management System (OHSMS) shows the 

significant effects that the OHSMS has on the workplace. It can be observed that a 

significant number of visits and inspections have been conducted over the years, both 

for health surveillance visits and for prevention and risk control activities. As regards 

in particular health surveillance visits, data show a significant reduction in the total 

number of visits in the years 2020 and 2021, primarily due to the pandemic 

emergency.  

However, despite these challenges, it was possible to maintain an adequate level 

of health surveillance visits (Camisasca et al., 2023 No.1) to ensure employees’ 
health and safety, as reported in Table 5. 

 

Table 5  Number of health surveillance visits conducted by the Occupational Physician in 

the last 6 years. 

 

Number of Visits 2019 2020* 2021* 2022 2023 2024 

Total Employees 577 206 338 806 663 766 

Video Terminal Users 505 190 336 780 654 726 

Periodic - - 292 727 493 601 

Preventive - - 35 23 133 58 

On request 6 4 5 30 21 60 

Art.41 paragr. 2, e-ter (60 days) 5 - 6 2 7 7 

Eligibility for emergency teams 83 12 - 24 8 34 

Source: Istat, the data provided by the occupational physician and recorded in internal documents.  

* Reduced medical surveillance visits due to pandemic emergency. - Data not available. 
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Moreover, the Occupational Physician together with the Prevention and 

Protection Service Manager and the Fire Safety Technical Manager carried out 

inspections in the Institute Roman offices that made it possible to identify potential 

risks and to adopt corrective and preventive measures promptly.  

However, in spite of the reduction of inspections during the pandemic emergency, 

it was possible to maintain an adequate level of control and monitoring of safety 

conditions, as reported in Table 6.  
 

Table 6  Number of inspections carried out by the Occupational Physician, the Prevention 

and Protection Service Manager and the Fire Safety Technical Manager in the 

last 6 years. 
 

 2019 2020 2021 2022 2023 2024 

Occupational Physician 7   6   5 6 6 6 

Prevention and Protection 

Service Manager  
19 * 3 ** 3 ** 8 7 8 

Fire Safety Technical 

Manager 
19 * 1 ** 1 ** 7 9 6 

Source: Istat, Internal documents. * Inspections carried out in collaboration with external companies.  

** Inspections reduced due to pandemic emergency. 

 

Table 7 reports the number of activities over the past 6 years involving the WSRs, 

in which workers have participated actively and extensively. Furthermore, the active 

participation of Worker Safety Representatives (WSRs) in various activities, such as 

meetings and initiatives related to risk management, significantly helped to increase 

safety awareness in the workplace and promote a participative and collaborative 

safety culture.  
 

Table 7  Number of activities Workers' Safety Representatives (WRS) have been involved 

in during the last 6 years. 

 2019 2020 2021 2022 2023 2024 

Number of activities 

involving WRS * 
59  6 7 61 4 5 

Source: Istat, Internal documents.  

* This number includes meetings and participation in activities (including the work-related 

stress risk assessment in the years 2019 and 2022 - Art.35, Art.50). 

 

All data demonstrate the effectiveness of the OHSMS in enhancing employees’ 
safety and well-being, as well as ensuring regulatory compliance and reducing work-

related risks. Accident Frequency Rate (FR) and Accident Severity Rate (SR) are 

INAIL indicators that offer a detailed overview of the workplace safety trend over 
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the years. The FR quantifies the number of work-related accidents per hours worked, 

while the SR assesses the gravity of accidents by taking into account the number of 

days lost per accident. Figure 1 graphically reports the FR and SR trend over the 

years. 

Figure 1  Trend of FR and SR over the years. 

 
Source: Istat, Internal data processing. 

 

Over the past 6 years, the FR values have been acceptable, with a significant 

decrease in 2021 in response to the pandemic emergency which reduced the value to 

0,7. This outcome suggests an overall improvement in workplace safety conditions 

thanks to an efficacious risk management and consistent commitment to injury 

prevention. Similarly, the SR values over the past 6 years have been very low, 

indicating minimal impact of injuries on productivity. This data suggest that all the 

efforts to ensure a safe and healthy work environment have led to significant results, 

minimizing the number of days of work lost due to injuries. Table 8 shows the values 

of the temporal trend of these indices. 

 
Table 8  Trend of FR and SR over the years (Values). 

 2019 2020 2021 2022 2023 2024 

Frequency Rate * 5,6 5,6 0,7 1,1 6,7 6,4 

Severity Rate * 0,005 0,133 0,055 0,008 0,299 0,376 
Source: Istat, Internal documents.  

* Data on workplace accidents are predominantly of the «On the Way to Work» type. 

 

Moreover, the percentage of commuting and non-commuting accidents compared 

to the workforce shows a significant change over the years, with a gradual decrease 

in non-commuting accidents as reported in Table 9. 
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Table 9  Percentage of accidents occurring during commuting and non-commuting 

compared to the workforce and impact on the workforce of non-commuting 

accidents. 

 2019 2020 2021 2022 2023 2024 

% of commuting accidents  84% 94% 100% 100% 94% 94% 

% of non-commuting accidents  16% 6% 0% 0% 6% 6% 

Workforce 1779 1724 1661 1590 1627 1595 

Incidence on workforce of non-

commuting accidents  0.009 0.003 0 0 0.003 0.003 

Source: Istat, Data obtained from processing internal documents. 

 

These data highlight the effectiveness of the preventive measures adopted to 

reduce workplace injuries and generally improve employees’ safety. In fact, non-

commuting accidents have significantly decreased from 16% to 6% as they are 

connected to prevention and protection measures.  

To conclude, data confirm that the implementation of the OHSMS has led to a 

considerable improvement in workplace safety conditions, ensuring a safer working 

environment and protecting the health and well-being of employees. 

 

 

6. Continuous organisational improvements  

 

This work highlights the continuous improvements in the organisation due to the 

adoption of the Occupational Health and Safety Management System (OHSMS) and 

its implementation in all the Roman offices of the Institute. Improvements aimed to 

strengthen prevention also through audits conducted by the Accredited Agency. It is 

worth noting that during assessments, non-conformities did not emerge but only 

areas for potential development. Furthermore, the Accredited Agency observed good 

practices, including a strong safety organisation and the presence of detailed, precise 

and updated documents, such as the Risk Assessment Document, the Interference 

Risk Assessment Document and the Emergency Plan for Safety. The completeness 

and accuracy of these documents also consist in the accurate definition of roles and 

responsibilities within the organisational structure.  

The health and safety management model has been applied also to Regional 

offices of the Institute to ensure uniform safety standards and extend the benefits of 

the OHSMS to a greater number of employees. Istat has initiated this process with a 

holistic approach, including staff training and adaptation of procedures to specific 

regional needs, while ensuring clear assignment of responsibilities in line with 

decision-making autonomy. 
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7. Final considerations and conclusions 
 

The adoption of an OHSMS has led to significant improvements in working 

conditions, to regulatory compliance and to a safety culture growth within Istat. It 

has significantly enhanced the safety and health of workers, of services users and, in 

general, the safety of all other stakeholders through the effective application of the 

system, including processes, by reducing or eliminating the risks to which workers 

are exposed. 

The main organisational and management measures adopted have contributed to 

emergency preparedness and response, to the assessment of work-related stress risk 

and to the effective management of workplace injuries and accidents.  

The active participation of employees, facilitated by Worker Safety 

Representatives and the Employer, has played a fundamental role in ensuring a safe 

and healthy working environment.  

The observance of the UNI ISO 45001:2018 standard has led to continuous 

improvement of policies and processes through the adoption of new digital 

technologies and the extension of the OHSMS to regional offices. 

In conclusion, the adoption of the OHSMS in Istat represents a best practice in 

the field of workplace safety, promoting continuous improvement in the prevention 

and protection of the health and safety of workers. 
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CHILDREN AND ADOLESCENTS: A SPATIO-TEMPORAL 

ANALYSIS BETWEEN INEQUALITIES AND WELL-BEING1 
 

Cira Acampora, Antonella La Faci, 

Valeriana Leporanico, Massimo Potenzieri, Matteo Potenzieri 

 

 

 
Abstract. The physical, psychological, social and environmental well-being of children and 

adolescents is often a subject of debate in both the scientific and institutional spheres.  

Accentuated by the pandemic, the phenomenon has aroused considerable interest in the media; 

there was therefore a need for a deepening through the study of the phenomenon itself measured 

through the construction of a "system" of statistical indicators traceable to various domains. These 

"measures" will allow us to describe in the most exhaustive way possible the vast area of the "well-

being of children and adolescents", so as to proceed to the possible construction of a synthetic index 

that can summarize the living conditions of Italian children and adolescents. Information from 

multiple sources will then be used to study the evolution over time of the indicators identified and to 

assess the possible changes caused by the COVID-19 pandemic on the quality of life of children, in 

different geographical areas of the country. The results of the study could allow Policy Makers to 

have a valid monitoring tool, efficient and useful to plan social and environmental improvement 

interventions for the benefit of the young generations who represent the future of our country. 
 

1. Introduction 

The well-being of children has been at the center of social debate for years (Istat, 

Statistiche focus 2023). The problem, also exacerbated by the pandemic emergency, has 

increased awareness that, starting from the principle that today’s children will be 
tomorrow’s adults, Investment in them not only effectively combats poverty but also 
increases GDP values. Thus, the need for measuring the well-being of children is born, 

which ISTAT has addressed at different times with the project "Multipurpose Surveys", 

the Bes and the SDGs Report (2023), compilers of indicators useful to provide information 

on the state of health of the country. It’s in this direction that the contribution of the study 

has focused on the assumption that the welfare of minors (and for such we have understood 

the range from zero to seventeen years), although seen as a basic need that must be 

guaranteed in the various areas where personality develops (school, family, etc.), is 

established in the context in which they live. To this end, several sources of information 

                                                      
1 Although the contribution is the joint responsibility of the authors, Introduction: Antonella La Faci 

and Massimo Potenzieri; sections 1, 2.3 and 2.9 Cira Acampora; sections 2.1, 2.5 and 3 Valeriana 

Leporanico; sections 2.2 and 2.4 Matteo Potenzieri; sections 2.6 and 2.7 Massimo Potenzieri;  

section 2.8. Antonella La Faci.
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which have been updated repeatedly were taken into account for the development of the 

project; allow the elaboration of historical series useful to provide indications on the 

evolution of phenomena related to children and in different geographical areas of the 

country, giving rise to a "system" of statistical indicators that have made it possible to 

experiment a synthetic index (Fortunati et al., 2022).  

 

2. The construction of the Database for Child Welfare Indicators 

In the absence of a fully shared definition of well-being, it was considered to adopt a 

multidimensional approach by identifying 212 indicators that provide a key reading on the 

condition of the phenomenon from multiple dimensions and multiple data sources. 

Indicators have been identified under 12 thematic areas, which are further sub-themes and 

cover the following topics: Culture, communication and travel, Daily life and public 

opinion, Economic situation of households, Education and training, Environment, Health 

and healthcare, Services, Justice and Security, Politics and institutions, Population and 

families, Professional condition, Services and Subjective well-being. In the selection of 

indicators, some requirements such as availability over time were taken into account, with 

a preference for those whose year of dissemination was at least 2020 and the inclusion of 

age groups up to 17 years. Once the most significant indicators have been selected, they 

have been collected within a Data-base containing a set of information relating to the 

definition of the indicator, the age class of the reference population, the source and type of 

survey, the time availability of data, the last territorial detail, the link to access the data, the 

type of dissemination and finally the in-depth notes. 

The selected indicators have been further classified into 9 domains of Well-being 

covering the following contents (Figure 1). 

 

Figure 1  Domains of Well-being and number of Indicators. 

 

  
Source: Our data processing from Istat. 

3. Dimensions of Well-being 

The indicators proposed below may provide useful guidance for assessing the 

collective well-being of the new generations to which they belong. 
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a.  Context indicators: social structure  

 

The population living in Italy is characterized by a progressive aging with young people 

constantly decreasing. In Italy, at 1 January 2023, residents between 0 and 17 years 

amounted to 8,040 thousand a decrease compared to 2019. The majority of children of the 

male sex reside mainly in the North (Table 1). 

 

Table 1  Italian and foreign minors (amounts in thousands) by sex and geographical distribution 

- Years 2023 - 2019. 

 

 
Source: Istat - Movimento e calcolo della popolazione residente annuale. Data warehouse IstatData.  

 

The incidence of Italian minors in the total resident population shows a constant 

decrease over the years, from 15.6% in 2019 to 14.9% in 2023 (Figure 2). 

Regarding foreigners, however, it should be noted that children under 18 years of age 

living in Italy represent, on average, 20.1% of the total population (5,141,341 foreign 

citizens), a slight increase compared to 2019 in the South. 

 
Figure 2  Percentage of Italian and foreign children living in Italy. 1 January 2019 – 2023. 

 

  
Source: Our data processing from Istat. 

 

Demographic pyramids make the decline in population more visible. The one related 

to Italy in 2023 is a swollen pyramid in the center that tends to move upwards to show that 

the Italian population has an average age and a high age index, unlike foreigners (Figure 

3). 

Years

1 January 2023 Males Females Total Males Females Total

Italy 4,134 3,906 8,040 538 498 1,036

North 1,817 1,716 3,533 335 311 646

Centre 780 739 1,519 122 112 234

South and Islands 1,537 1,451 2,988 81 74 155

1 January 2019 Males Females Total Males Females Total

Italy 4,403 4,158 8,561 525 487 1,012

North 1,926 1,818 3,744 328 305 633

Centre 827 782 1,609 122 112 234

South and Islands 1,649 1,558 3,208 76 69 145

Italian minors residents Foreign minors resident 
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Figure 3  Age pyramid at the population resident in Italy on 1st January, by citizenship. Years 2013 

and 2023 compared. 

 

 
Source: Our data processing from Istat. 

 

b. Instruction 

 

The focus on indicators was mainly on alphabetic skills, that is, the ability to understand 

and express thoughts and ideas in written or oral form, and on numerical skills, that is the 

ability to use mathematical concepts in order to solve the problems of everyday life. The 

picture that emerges is not encouraging if it is true that - in the five-year period '18-'22 - as 

regards third-grade students, among males, a "suffering" emerges in this sense with a figure 

that increases by 5.4 percentage points compared to 2.9 of females who, instead, (4.7% 

compared with 4.0% of males). 

 
Figure 4 - Inadequate literacy skills and numerical competence (third grade secondary school 

students). Years 2018 and 2022. 

 

  
Source: Our data processing from Invalsi. 

 

c.  Social relations 

 

The set of indicators included in this dimension allows you to grasp the different aspects 

of social relations in two sub-domains: family relationships and friendships. 

The degree of satisfaction for family and friend relationships is generally high among 

young people. The 14-17 age group considers these relationships to be quite satisfactory. 

Conversely, the level of satisfaction for the friendly network reaches a negative peak in 

2021 and then rises in 2022. The percentage of minors who attend friends every day tends 
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to increase with age, reaching the highest values between 15-17 years. Over the last five 

years, however, rates of attendance have fallen by about 12%. 

 
Figure 5  Family and friendly relationships (for 100 people with some characteristics). 

 

  
Source: Istat, Indagine Multiscopo sulle famiglie: aspetti della vita quotidiana. 

 

d. Health 

 

The Health dimension offers a large number of indicators ranging from health facilities 

to nutrition and physical and sports activity. 

 
Figure 6  Lifestyles and risk factors (per hundred people with the same characteristics). 

 

   
Source: Istat Indagine Multiscopo sulle famiglie: aspetti della vita quotidiana. 

 

In 2023, although decreasing compared to 2019, the figure of very young people who 

consume alcohol (16.3%) and carbonated drinks (7.3%) is remarkable. In constant increase 

instead (except the covid bracket), cigarette consumption (from 6 to 10 per day). Decreases 

with increasing age groups, the daily consumption of fruit with a peak of just over 50% for 

the 15-17 years. Ditto for the daily consumption of at least one food among fruits, 

vegetables and vegetables that sees the same band arrive to 66,2 against 75.6 of the class 

3-5 years and 71.1 of that 6-10.  

Young and sedentary couple inseparable but not too much: in the five-year period, all 

the bands have indicators generally always negative except for the 15-17 age group. In the 

post-pandemic, all data in all age groups, from the point of view of sports practice, appear 

increasing (Figure 6). 

 

e. Associative and cultural participation 

In 2022 compared to 2018, visitors to monuments and archaeological sites grew (an 

increase of 2.6% in the age group 6-10 years) and children who visit exhibitions and 
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museums and participate in sports shows. The decline in cinema spectators continues, 

affecting all age groups and those aged 1-14 (-9.5%). In the last 5 years the use of the 

Internet has increased exponentially, especially among children aged 6-10 years with a 

frequency of daily use (Table 2). 

 
Table 2 - People aged 6 and over for shows they have attended at least once in the last year and for 

Internet use and frequency (per 100 people with the same characteristics). 

 

 

Source: Istat, Indagine Multiscopo sulle famiglie: aspetti della vita quotidiana. 

 

f.  Justice and Security 

 

The increase in juvenile crime in the period 2018-2022 is worrying and the slight 

decrease due to the pandemic period is only illusory, since the trend is on a sharp rise: 

offenders in the age group up to 13 years are increasing by more than 31% against 12% in 

the 14-17 age group.  

The same trend for victims of crime, an increase of 14.8% in the range up to15 years 

and 14.8% in the 14-17 range. The number of victims of violence who turn to 1522 for 

requests for help during the pandemic has increased dramatically, a sign that the Covid-19 

pandemic and the measures taken to contain its spread (for example, confinement within 

the home), as well as the unfolding of the socio-economic consequences of the crisis 

triggered by the health emergency, have accentuated the risk of violent behavior (Figure 

7). 

  

Theatre Cinema
Museums, 

exhibitions

Sports 

shows

Archaeological 

sites 

 Use the 

internet

Every 

day

One or more 

times a 

week

Sometimes 

a month

A few 

times 

a year

6-10 y 32.7 73.5 44.7 36.5 33.2 59.2 21.0 31.0 5.7 1.5

11-14 y 36.3 80.0 53.5 45.2 41.3 85.9 62.1 20.5 2.7 0.6

15-17 y 31.2 80.8 48.2 39.8 36.3 95.5 84.4 9.7 1.2 0.2

6-10 y 31.9 74.5 46.8 36.1 34.4 62.5 27.4 28.9 4.5 1.7

11-14 y 33.6 81.3 53.4 43.4 40.7 90.0 68.3 19.6 1.2 0.9

15-17 y 31.4 82.2 50.8 41.0 37.0 94.7 83.7 9.5 0.9 0.6

6-10 y 22.8 66.9 35.4 29.1 27.2 75.8 42.8 30.2 2.1 0.8

11-14 y 24.0 72.7 42.3 36.8 33.5 93.4 76.9 16.0 0.4 0.1

15-17 y 22.1 74.0 37.8 36.5 27.5 95.1 86.8 7.4 0.3 0.5

6-10 y 2.4 9.1 7.9 4.8 10.2 89.1 55.5 30.2 2.6 0.8

11-14 y 3.1 11.8 8.8 7.6 10.5 96.6 86.3 9.6 0.3 0.4

15-17 y 1.6 17.0 8.4 9.3 10.2 98.3 93.5 4.2 0.1 0.5

6-10 y 15.0 44.3 31.4 24.8 24.9 85.1 44.6 34.7 4.6 1.2

11-14 y 15.4 49.0 32.9 31.5 26.2 96.5 80.8 14.8 0.7 0.1

15-17 y 17.0 59.4 31.6 30.8 25.3 97.9 92.8 4,5 0.4 0.2

2019

2020

2021

2022

Use of the Internet and frequency of use

Years Age

Events attended at least once in the last year

2018



Rivista Italiana di Economia Demografia e Statistica 101 

 
Figure 7 - Offenders and victims of crimes by age group and victims up to 17 years of age who 

contact 1522 – Years from 2018 to 2022. 

  
 

Source: Istat - Crimes reported to the judicial authorities by the State Police, the Carabinieri and the Financial Police - 

Processing of data archived by the public utility number 1522.  
 

g. Poverty/material and cultural deprivation 

 

In times of crisis, social exclusion is a real risk for children living in families with 

greater economic difficulties. The incidence of relative poverty is increasing as the number 

of family members increases. The spread of the phenomenon increases as the number of 

minors in the family increases. Among the family types, in fact, the highest values show 

families with three or more minor children, for which the relative poverty rate is more than 

three times higher than the national average (36.1% against 10.1%). 

 
Figure 8  Families in relative poverty for some family types and by distribution. (Percentage 

composition) - Years from 2018 to 2022. 

 

   

Source: Istat - The survey on family income and living conditions. 

 

The incidence of households with at least one minor is higher in the South and Islands 

(29.8%) than in Northern Italy (14.3%), and in the Centre (13.3%).  

If we consider families with three or more members, this percentage rises to 39.3%. It 

should be noted that the South and Islands is also the distribution that during the period 

considered showed a decrease of this value of 1.4% (Figure 8). 
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h. Services provided to citizens 

 

The State's response to citizens' demands for social welfare depends mainly on the 

services provided and their accessibility. For children and adolescents, basic services are 

identified in health, safety, leisure, education and training. As far as health and prevention 

are concerned, the State mainly provides with the basic pediatric service and the 

establishment of pediatric hospitals (Figure 9). 
 

Figure 9  Total doctors, specialist doctors, pediatricians. Division comparison, absolute data. 

Years 2018 and 2021 - Current map of public pediatric clinics in Italy. 
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Source: Istat, processing of data on staff in the public and private health system. 

 
Table 3  The expenditure of municipalities for social services. Years 2018 -2021. Number of 

families with minors, absolute data in thousands. 

 

Service provided 2018  2021  

Professional social work 670 678 8 8

Family foster care service 18 17 -1 -1

Child Adoption Service 8 7 -2 -2

Family Mediation Service 10 12 2 2

Parenting support activities 59 54 -4 -4

Other Professional Social Service Activities 55 42 -13 -13

Interventions for the social integration of weak or at-risk individuals 46 36 -10 -10

School socio-educational support 48 52 5 5

Territorial or home socio-educational support 60 57 -4 -4

Other socio-educational and job placement activities 35 23 -12 -12

Contributions for family foster care 17 16 -2 -2

Contributions and tuition supplements for nursieries 38 42 3 3

Contributions and tuition supplements for supplementary or innovative services for early childhood 4 4 0 0

Contributions and tuition supplements for other semi-residential services 12 11 -2 -2

Contributions and tuition supplements for residential facilities 22 22 0 0

Financial contributions for school services 157 153 -4 -4

Nurseries and spring sections 144 141 -4 -4

Supplementary services for early childhood 10 5 -6 -6

Summer day centers 164 200 36 36

Playrooms / laboratories 94 97 3 3

Summer or winter camps (with overnight stay) 6 6 0 0

Differences

 
Source: Istat – Survey The expenditure of municipalities for social services, years 2018- 2021. 
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Municipalities offer citizens the numerous services in the field of social assistance, in 

particular to families with minors. There are 79 types of interventions and of these, 21 

concern minors in families (Table 3).  

The users who benefited from these interventions were, in the four-year period 2018-

2021, about 35 million, with an expenditure of almost 93 and a half billion euros. The total 

number of users who used services for children and adolescents was about 6,600,000.  

 

i. Subjective well-being 

 

Subjective well-being defines the evaluations and perceptions that individuals express 

about their life in general and on more specific areas and represents one of the fundamental 

size on which the Bes framework is based (Istat, 2023. Rapporto Bes). It was therefore 

chosen to consider the 4 indicators that measure the subjective well-being of Bes of young 

people aged 14 to 19. As you can see from the graph, during the pandemic (2021) it is the 

satisfaction for leisure time and for one’s life that suffer a decrease, in the first case the 
reduction is drastic and then rises and remains stable between 2022 and 2023. The 

satisfaction for the environmental situation, on the other hand, reaches its peak in that 

period and the positive opinion on future expectations is almost stable over time with 

slightly higher values in 2023. 

 

Figure 10  Subjective well-being (14-19 years). 

 

 
Source: Istat, Indagine Multiscopo sulle famiglie: aspetti della vita quotidiana. 

 

4. Testing of a synthetic index of the well-being of children and young people 

For the construction of the composite indexes have been analyzed all indicators inserted 

in the DB based on territorial availability and which are, at the time of processing, the most 

updated. A reduced set of 5 key indicators representing the thematic areas related to 

education, services, justice and safety and health was tested for NUTS 1 (Table 4). 

The synthesis of elementary indicators makes it possible to obtain a one-dimensional 

measure of a complex and clearly multidimensional phenomenon (OECD, 2008). The 

synthesis indices do nothing but collect all the "signals" coming from the basic indicators 
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to express them in a single number comparable in space and, where possible, also in time. 

The objective is to synthesize the selected indicators with the function that can better 

"interpret" the greatest number of information contained in the starting matrix. 

 
Table 4  List of indicators for measuring the well-being of minors. 

 

 
(a) +: indicator in agreement with the phenomenon; -: indicator discordant with the phenomenon. 

Source: Our data processing from Istat. 

 

 
Table 5 – Original values of basic indicators. 

 

 
Source: Our data processing from Istat. 

 

Table 5 presents the original data of the 5 variables for the years 2018 and 2021, 

expressed in their different units of measurement. 

The objective is the implementation of a synthetic indicator through: 

– construction of a battery of elementary indicators expressed in appropriate units of 

measurement; - normalization of elementary indicators so as to make them independent of 

the size of geographical areas and to clear them from specific units of measurement; - 

aggregation of normalised indicators and construction of synthetic indices (Mazziotta et 

al., 2020). In this regard, very well-known synthesis methodologies have been chosen in 

the literature (Methodological note I.ranker):  

1. Method MPI±: transforms elementary indicators into deviations from the mean 

relativized to the standard deviation; it makes it possible to penalize the score of units that, 

with the same arithmetic average, have a greater imbalance between the values of the 
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indicators. The sign ± depends on the type of phenomenon considered and the direction of 

the elementary indicators (De Muro et al.,2009). In this work we will use the version with 

negative penalty, since it has decreasing variations of the indicator correspond to positive 

variations in the phenomenon under examination. 

2. Ranking method (MG): assigns the rank assumed by each unit in a decreasing way 

that goes from the first to the nth position of the ranking. This transformation makes it 

possible to release the indicators from the unit of measurement and return them to integer 

values from 1 to n without taking into account of the variability  

3. Method of averaging standardized values (MZ): transforms the elementary 

indicators into deviations from the mean relativized to the standard deviation. 

4. Method of relative indices (MR): re-proportions the value assumed by each unit so 

that it oscillates between the lowest value assumed by the indicator equal to 0 and the 

highest value equal to 1. 

5. Taxonomic method of Wroclaw (MTW): is based on the concept of "ideal unit", 

which assumes the best values among those observed for each of the indicators considered. 

The synthesis of the indicators is obtained by calculating the "Euclidean distance" between 

the actual values of the elementary indicators and those of the ideal unit. Table 6 shows 

separately, for the year 2018 and 2021, the specific values of the Index of the well-being 

of children and young people and also offers the ranks of the indicators used for 

consultation. For a correct reading, it is useful to underline that for each territorial 

breakdown, the scores of the Index, have been calculated separately; therefore, the 

comparison between the breakdowns takes a full meaning only within the single annuity 

taken into account. 

 
Table 6 – Results and Ranking of the synthesis methods. 

 
Note: The indicators were summarized using the Istat software "Rankert Tool". 

 

Consider that one of the objectives of the work is to compare different methodologies 

of synthesis not so much with the aim of electing one as a "winner" but with the intent to 

analyze the results as a whole (Mazziotta et al., 2018).  

The results of the application do not fully help to understand which synthesis function 

is the most suitable, but, regardless of the method used, it is clear that the level of well-

MG MZ MR MPI- MTW MG MZ MR MPI- MTW

Northwest 0.5 0.2 0.6 101.3 0.6 0.4 0.2 0.6 100.9 0.6

Northeast 0.4 0.5 0.7 104.4 0.5 0.6 -0.1 0.5 98.2 0.6

Centre 0.5 0.1 0.6 100.4 0.6 0.3 0.6 0.8 105.9 0.4

South 0.5 0.2 0.6 100.1 0.7 0.5 0.5 0.7 104.5 0.5

Islands 0.8 -0.9 0.2 90.0 1.0 0.9 -11.9 0.1 87.6 1.0

MG MZ MR MPI- MTW MG MZ MR MPI- MTW

Northwest 2.5 2 2 2 3 2 3 3 3 3

Northeast 1 1 1 1 1 4 4 4 4 4

Centre 4 4 4 3 2 1 1 1 1 1

South 2.5 3 3 4 4 3 2 2 2 2

Islands 5 5 5 5 5 5 5 5 5 5

Geographical 

areas

2021 2018

Ranks RanksGeographical 

areas
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being increases along the peninsula from South to North, with the North-West and the 

North-East obtaining, for all indicators, values much higher so as to be the geographical 

areas with the best level of well-being in 2021. In 2018, Centre and Southern areas 

prevailed. 

 

5. Reflections and conclusions 

The proposal of this paper is not to indicate a specific route for the identification and 

subsequent implementation of indicators of the condition and welfare of children on the 

basis of a defined interpretative model, from which to derive the design and construction 

of appropriate indicators. This possibility is naturally attractive and innovative, but it can 

only be a long-term goal. It has thus adopted the path of carrying out an accurate search of 

the data and statistical information available today for consultation and collecting them in 

a Database. The available indicators represent an information base that is far from 

negligible and sufficiently varied and in-depth to develop a first analysis for the 

comparative measurement of well-being at the territorial repartition level. 

 

References 

BELOTTI V., MORETTI E. 2000. L’Italia “minore”. Istituto Innocenti, Firenze. 

DE MURO P., MAZZIOTTA M., PARETO A. 2009. Composite Indices for 

Multidimensional Development and Poverty: An Application to MDG Indicators. 

FORTUNATI A., BIANCHI D., MORETTI E. 2022. Indice del Benessere dei 

bambini. Istituto degli Innocenti, Firenze. 

ISTAT, Rapporto Bes and Rapporto SDGs, 2023. 

ISTAT, Statistiche focus: Le Condizioni di vita dei minori 2023. 

MAZZIOTTA M., PARETO A. 2020. Gli indici sintetici, Giappichelli. 

MAZZIOTTA M., PARETO A., TALUCCI V. 2018. La costruzione di indicatori 

di disuguaglianza sociale: il caso delle regioni italiane. XXXI Conferenza 

Italiana di Scienze Regionali (AISRE). Methodological note I.ranker 

(https://i.ranker.istat.it/). 

OECD 2008. Handbook on Constructing Composite Indicators. Methodology and 

user guide. OECD Publications, Paris. 

_______________________ 

Cira ACAMPORA, Istat, acampora@istat.it 

Antonella LA FACI, Istat, lafaci@istat.it  

Valeriana LEPORANICO, Istat, valeriana.leporanico@istat.it  

Massimo POTENZIERI, Istat, mapotenz@istat.it  

Matteo POTENZIERI, Istat, potenzie@istat.it 

https://i.ranker.istat.it/
mailto:acampora@istat.it


Rivista Italiana di Economia Demografia e Statistica Volume LXXIX n.3 Luglio-Settembre 2025 

 

CHILD-SPECIFIC DEPRIVATION: INSIGHTS FROM ITALY1 
 

Livia Celardo, Francesca Gallo, Mariagloria Narilli 

 

 

 

 

 
Abstract. The EU-SILC (European Union Statistics on Income and Living Conditions) is 

one of the main sources of data for periodic reports on the social situation of the European 

Union and the spread of the risk of poverty in member countries. In the national context, the 

reference population of the EU-SILC survey consists of all the households residing in Italy 

at the time of the interview, and their members. All household members are surveyed, but 

only people aged 16 or over are personally interviewed. However, the needs and living 

standards of children are different from those of adults, even within the same households. 

Although many of the household-level material and social deprivation items available from 

the core questionnaire are relevant to the situation of children, the accurate measurement of 

the actual living conditions of children requires the collection of information specific to the 

children’s situation and needs. To this end, in addition to the annual variables, the EU-SILC 

survey includes also variables collected every three years via a specific module on children. 

This thematic ad hoc module includes child-specific items on material and social deprivation, 

which made it possible to compute the child-specific indicator. To this end, in this paper we 

present the results of the child-specific indicator calculation for the Italian context – referring 

to the data from the modules included in the 2017 and 2021 survey editions, also showing 

which social dimensions are mainly interrelated with child deprivation. 

 

 

1. Introduction 
 

Leaving no one behind is a central focus of the 2030 Agenda for Sustainable 

Development, which recognizes the importance of the dignity of the individual and 

establishes that the Sustainable Development Goals (SDGs) should be achieved for 

all countries, all people and for all segments of society.  

While numerous SDGs address inequalities and the advancement of historically 

marginalized individuals and communities, the first SDG sets as a priority goal 

“ending poverty in all its forms everywhere” (United Nations, 2015). In particular, 

                                                      
1 All authors contributed to the study conception and design, and the paper is the result of the common 

work of the authors. In particular, Francesca Gallo is the lead author of Section 1, Mariagloria Narilli 

is the lead author of Section 2 and Livia Celardo is the lead author of Sections 3 and 4. All authors red 

and approved the final manuscript. 
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it aims at reducing “at least by half the proportion of men, women and children of 
all ages living in poverty in all its dimensions according to national definitions”. It 
is the first time that worldwide the governments have agreed on a multidimensional 

poverty target, which explicitly includes children. Moreover, this objective seems to 

catch concerns that require a broader conception than poverty, addressing inequality 

explicitly.  

Low income has long been recognized as a primary indicator of poverty, but it is 

essential to acknowledge that other factors also play a crucial role. In more recent 

years, multidimensional criteria have become fundamental in the study of poverty 

(Nolan et al. 2007), posing interesting challenges, such as choosing the dimensions 

that are relevant and those that are not, or deciding whether or not to weigh the 

dimensions to obtain an overall index.  

The concept of social exclusion, originally devised in 1970s (Lenoir, 1974), only 

started to be used more broadly, both in the literature and in the policy discourse, in 

the late 1990s. Specifically, an important step, which demonstrated the strong 

attention towards social exclusion, was the European Union's decision to place it at 

the center of the social policy agenda at the Lisbon summit in 2001. Subsequently, 

the Common European Plan for Europe 2020 strategy and more recently the Europe 

2030 strategy and the work carried out by the Social Protection Committee of the 

European Union (European Commission, 2015) have continued to put social 

exclusion at the forefront.  

The concept of social exclusion goes beyond the approach that places exclusive 

attention on monetary poverty as the main parameter for evaluating the inclusive 

potential of a society. Relying solely on monetary poverty to measure exclusion fails 

to capture the multidimensional and dynamic nature of the barriers that prevent 

people from being included (Saraceno, 2001). In line with this criticism, most 

definitions of social exclusion consider the following elements (Bak, 2018):  

1. Multidimensionality: social exclusion includes income, poverty and other 

aspects that capture the level of vulnerability of an individual or group of 

individuals;   

2. Dynamic: while the level of monetary poverty can change significantly from 

one year to the next, social exclusion seeks to capture the underlying factors 

that predict vulnerability over a longer period of time;  

3. Non-participation: social exclusion seeks to assess an individual's ability to 

participate widely in the activities that society deems relevant;   

4. Multilevel: social exclusion is defined at the individual level, but it refers to 

factors that go beyond the individual level, such as the family or community 

of reference. 

Despite the agreement on the main factors that make up the concept of social 

exclusion, there is no agreed definition in the literature. One of the most popular, 
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which attempts to account for the various factors, comes from Levitas et al. (2007, 

p. 25): “Social exclusion is a complex and multidimensional process. It involves the 
lack (or denial) of resources, rights, goods and services and the inability to participate 

in the normal relationships and activities available to most people in a society, 

whether in economic, social, cultural or political spheres. It affects both the quality 

of life of individuals and the equity and cohesion of society as a whole”.  

The AROPE indicator, developed by Eurostat, is one of the most used indicators 

in European countries to measure this concept. It is the main indicator used to 

monitor the 2030 agenda target on poverty and social exclusion. It consists of three 

dimensions intended to capture different aspects of social exclusion: (1) At risk of 

poverty; (2) Low work intensity; (3) Severe material and social deprivation. 

AROPE can be calculated for all countries of the European Union through data 

collected by EU-SILC survey. This has the notable advantage of comparability 

across territory and over time. Indeed, although different definitions may be more 

appropriate for some countries and provide more accurate results, a common 

indicator has the advantage of allowing comparability between countries. 

Furthermore, its definition is simple and the values are therefore easy to understand 

and interpret. However, it only captures a relatively small set of dimensions of social 

exclusion and this represents its main disadvantage. 

The fight against child poverty and social exclusion and the importance of 

investing in children’s well-being has been high on the EU policy agenda. Many 

authors (Gordon and Nandy, 2012; Main and Besemer, 2013; Main and Bradshaw, 

2016) and many recommendations of an EU Task-Force on Child Poverty and Child 

Well-Being suggested the need for child-specific measures, stressing that simple age 

group breakdowns of AROPE indicator were insufficient to adequately capture the 

nature of children poverty and social exclusion. Both the needs and living standards 

of children can indeed be different from those of adults, even within the same 

households. Thus, although the household material and social deprivation is relevant 

to the situation of children, an accurate measurement of the children actual living 

conditions is required. 

The 2009 edition of EU-SILC introduced for the first time an ad hoc module on 

child-specific deprivation. The 13 child-specific items that passed the robustness 

analysis were subsequently collected in the 2017 and 2021 EU-SILC editions, 

allowing for the development of a child-specific indicator (Guio et al., 2018). 

The advantages of using this index arise from the possibility of taking into 

account items that have both a direct and indirect impact on the well-being and 

standard of living of children, which are potentially different from those of adults in 

the same household. Moreover, the inclusion of the items within the EU-SILC survey 

questionnaire makes it possible to assess in comparative terms child deprivation and 

its drivers in the 27 countries of the European Union (Guio et al., 2020). 
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In this paper, we show the situation of child material and social deprivation in 

Italy, which includes age appropriate child-specific information available from the 

thematic deprivation modules included in the 2017 and 2021 edition of EU-SILC. 

We summarize the main results of an in-depth analysis of these two datasets, 

attempting to identify the relationship between deprivation and household socio-

economic characteristics, and showing how children's deprivation status is strongly 

influenced by family type and parental education.  

 

 

2. Data and methods 
 

The EU Statistics on Income and Living Conditions (EU-SILC) is the main 

source for comparative statistics on income distribution and social inclusion in the 

European Union (Regulation of the European Parliament no. 1177/2003 and from 

2021 (EU) 2019/1700). It is a multi-purpose survey, which focuses on income 

components, at household and individual level, and social exclusion. Particular 

attention is paid to material and social deprivation, providing information on housing 

conditions, labor, education and health2.  

Member States collect yearly data on the so-called primary variables (income, 

deprivation, economic activity, demography, education, childcare, housing cost, 

health, quality of life). In addition, a multi-annual rolling plan establishes the list of 

secondary variables to be collected via modules, every three or six years, to deepen 

the above-mentioned topics. Both primary and secondary variables are collected at 

two different levels, the household and the individual level. The reference population 

includes all private de facto households3 residing in the territories of each country at 

the time of the interview and their members. People living in institutions are 

excluded. According to EU Regulation, data shall be based on representative samples 

drawn from sampling frames that allow households to be selected at random, with a 

known probability of selection; the sample should have a minimum four-year 

rotation scheme. In Italy, a two-stages scheme (municipalities and households) with 

six independent rotational sub-groups is adopted4. From one year to the next, part of 

the sample is rotated while the remaining five-sixths refer to households and 

                                                      
2 For further details, see ISTAT, 2024a. 
3 De facto household is a group of people habitually living in the same dwelling, who share the income 

by contributing and/or benefiting from it. 
4 

Until 2019, Italian sample consisted of four independent rotational sub-samples, each of them 

remaining in the sample for four consecutive years. 
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individuals extracted in previous years who are re-interviewed5. The survey provides 

two types of data: cross-sectional data on income, poverty, social exclusion and other 

living conditions at a fixed time and longitudinal data on variation of 

individual/household conditions over time (six years).  

As mentioned, EU-SILC pays particular attention to material and social 

deprivation. Material and social deprivation refers to the inability to afford a set of 

thirteen specific items, consisting of goods, services, or social activities that most 

people consider essential for a decent quality of life. Individuals unable (enforced 

inability rather than the “choice” not to do so) to afford five or more of the thirteen 
standard items (6 related to the individual and 7 related to the household)6 experience 

material deprivation. The severe material and social deprivation rate (SMSD) is an 

EU-SILC indicator defined as the proportion of the population experiencing an 

enforced lack of at least seven out of thirteen deprivation items. SMSD is one of the 

three dimensions of the “At risk of poverty or social exclusion rate” (AROPE) 
indicator, the main indicator to monitor progress towards the EU 2030 target on 

poverty and social exclusion.  

In 2021, an in-depth module of the survey took a special look at the living 

conditions of children aged less than 16 years. The module collects child-specific 

information from the adult answering the household questionnaire, and not from the 

children themselves (Guio et al. 2018). According to the EU approach, even if only 

one child in a given household does not have an item, it is assumed that all children 

in that household lack it. This assumption does not allow for any differences that 

may exist among the children living in the same family to be captured, but it is 

necessary to avoid burdening the respondents (Guio et al. 2018). It has to be noted 

that the child-specific deprivation module use “an enforced” concept of lack: only 

children lacking an item for affordability reasons (and not by choice or due to any 

other reasons), are considered deprived of it. Data collected enabled the calculation 

                                                      
5 In 2021 data collection was carried out from late June to late November on about 33,000 households 

(the achieved sample - that was successfully interviewed - consisted of 18,561 households and 38,450 

individuals), residing in about 800 Italian municipalities of different size. 
6 The list of thirteen items includes the following (seven related to the household and six related to the 

individual): 

o At household level: Capacity to face unexpected expenses; Capacity to afford paying for one-

week annual holiday away from home; Capacity to being confronted with payment arrears 

(on mortgage or rental payments, utility bills, hire purchase instalments or other loan 

payments); Capacity to afford a meal with meat, chicken, fish or vegetarian equivalent every 

second day; Ability to keep home adequately warm; Have access to a car/van for personal 

use; Replacing worn-out furniture. 

o At individual level: Having internet connection; Replacing worn-out clothes by some new 

ones; Having two pairs of properly fitting shoes (including a pair of all-weather shoes); 

Spending a small amount of money each week on him/herself; Having regular leisure 

activities; Getting together with friends/family for a drink/meal at least once a month. 
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of the specific index of material and social deprivation shared internationally, and 

based on certain characteristics, conditions and situations typical of minors. A child 

is considered deprived if he/she presents at least three signs of deprivation out of the 

seventeen identified (twelve child-specific and five household-specific)7. IT-SILC 

ad hoc module and the other household data on the items composing the indicator 

were replicated for each child living in the same household to compute it. There was 

only one exception: a reverse calculation was made on the Internet access 

deprivation item. Information on Internet access for personal use at home is collected 

for each adult (16 years or more) at individual level. First thing, the percentage of 

adults lacking this item for financial reasons was computed for each household. 

Then, each child living in the same household was considered deprived of the 

Internet access item when at least 50% of the adults members lack it. 

The previous survey of the ad-hoc module on children was a one-off in 2017. The 

next paragraph shows the statistical analysis of data on the material and social 

deprivation of children (aged less than 16 years) in Italy in 2021, in comparison with 

2017. 

 

 

3. Results 

 

3.1. European context 

 

In 2021, 13% of children under 16 in the EU were deprived (Figure 1). Romania 

(42.5%), Bulgaria (36.5%), and Greece (33.9%) got the highest rates, while Slovenia 

(2.9%), Sweden (3.5%), and Finland (3.7%) had the lowest. 

A key factor influencing the level of child deprivation is the educational level of 

their parents. In 2021, 39.1% of children in the EU living with parents that had a low 

education level (up to lower secondary, ISCED levels 0-2) experienced deprivation. 

In contrast, only 3.8% of EU children whose parents had a tertiary education (ISCED 

levels 5-8) were affected. This results in an education-related deprivation gap of over 

35 percentage points. Across EU Member States, the gap ranged from 8.2 points 

(Poland) and 13.9 points (Germany), to 74.4 points (Hungary) and 79.0 points 

                                                      
7 The child specific deprivation rate is the percentage of children below 16 who suffer from the enforced 

lack of at least three items out of the following 17 (unweighted) items: 

o Child: Some new clothes; Two pairs of shoes; Fresh fruits and vegetables daily; Meat, 

chicken, fish daily; Suitable books; Outdoor leisure equipment; Indoor games; Leisure 

activities; Celebrations; Invite friends; School trips; Holiday. 

o Household: Replace worn-out furniture; Arrears; Home adequately warm; Car; Internet (If at 

least half of the adults in the household are deprived of this item, the child is considered 

deprived of the item). 
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(Romania). Eight out of the 27 Member States showed a gap exceeding 50 

percentage points (EUROSTAT, 2023). 

Figure 1  Child-specific deprivation, by the highest level of education attained by their 

parents (2021, %). 

 
Source: EUSILC survey, EUROSTAT. 

 

 

3.2. Italian context 

 

In 2023, 4.7% of the Italian population (about 2,788,000 individuals) is in 

conditions of severe material and social deprivation, i.e. it presents at least seven 

signs of deprivation out of the thirteen identified by the SMSD indicator. The severe 

material and social deprivation rate is highest in the South (11.8%) and in the Islands 

(5.6%), and lowest in the North-East (1.6%), while the Centre and the North-West 

recorded a similar share (2.5% and 2.3%, respectively).  

In Italy, the child-specific deprivation showed a stability between 2021 and 2017 

(13.5% and 13.3%, respectively). At territorial level, in 2021 the highest incidence 

of the indicator was observed in Southern Italy, reaching about one in five children 

under the age of 16 (Figure 2). On the other hand, the regions of the central area 

showed the lowest incidence of the deprivation (5.7%), followed by the northern 

regions (11.9%). 
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Figure 2  Child-specific deprivation, by Italian region (2021, %). 

 
Source: EUSILC survey, ISTAT. 

 

In 2021, the child-specific deprivation rate was highest for the 12-15 age group 

and lowest for children aged 6-11 (14.8%, as compared with 12.9%). On the other 

hand, 13.2% of children aged under six years experienced deprivation in 2021, an 

increase from 2017 (12.2%).   

Child-specific deprivation, for children living with one single parent, increased 

in 2021 (16.9%, compared to 14.9% in 2017), while it remained stable for children 

living with both parents (12.3% in 2021 compared to 12.4% in 2017). Strictly 

connected to the household composition, also the number of income earners impacts 

on the living condition of children. In 2021, children were more likely to be deprived 

when the number of income earners decreases, ranging from 21.1% of children 

deprived where there is only one earner in the household, to 9.1% where two or more 

earners are present. Where the main source of income for the household is dependent 

work or self-employment, children are less deprived (11.7% and 6.3%, respectively), 

while the child-specific deprivation rate remains higher for those who can count on 

income from pensions and/or public transfers (34.8% in 2021, compared to 31% in 

2017). 
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Even in Italy, as in the other countries of the European Union, children whose 

parents attained a lower educational level are more likely to experience material 

deprivation compared with children whose parents attained a higher education level. 

As it is well known (ISTAT, 2024b), an adult’s education level affects the type of 

job an individual can access. Generally, the lower the level, the higher the risk is for 

the individual and for the household, including children, to experience deprivation 

compared with those with a higher educational level. In 2021, the child-specific 

deprivation is equal to 3% if the parental level of education is equal to tertiary 

education (ISCED levels 5-8), while it reaches 33.9% in case of at most lower 

secondary education level (ISCED levels 0-2). The child deprivation gap based on 

the parents’ level of education — difference of child deprivation rate between the 

highest and lowest levels of parents’ education — was therefore 30.9 percentage 

points. 

The persistence of large achievement gaps by socio-economic status is an 

important factor in the intergenerational transmission of poverty (Waldfogel, 2017). 

Because these gaps are already present early in life, the lack of access to education 

and early care, which in 2021 affected 66.8% of children in the 0-3 age group, is 

strictly related to the living conditions of children, in particular those aged 0-5. In 

2021, the deprivation rate increases of 3 p.p. for the 0-2 age class (15.3% compared 

to 12.6%) and doubles for the age class 3-5 (30% compared to 15%), when children 

do not participate in education and early care. 

Figure 3  Child-specific deprivation, by household type, main source of income and level 

of education attained by their parents (2021, %). 

 
Source: EU-SILC survey, ISTAT. 
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Overall, in 2021, about 65% of children under 16 has no signs of deprivation, 

15.2% had one and 6.3% had two. Among deprived children (13.5% of the total of 

children under 16), 35.1% show three out of 17 signs of deprivation, 16.9% four, 

11.8% have five and 21.6% a number ranging between nine and 17 (the maximum 

number of signals considered). In 2021, the most common deprivation item for both 

deprived and not deprived children is “not being able to afford to replace damaged 

furniture with others in good condition” (corresponding to 88.6% of deprived 

children) followed by “not being able to afford at least one week of vacation per 

year” (81.3%) and “not being able to afford to regularly carry out leisure activities 

outside the home” (58.4%).  

Shifting attention to food deprivation, in 2021, 4.9% of children under 16 live in 

a household that has experienced economic difficulties that have prevented them 

from purchasing the necessary food; the share rises to 7.0% in the South. 

Furthermore, 2.5% of children do not consume at least one protein meal a day 

because the family cannot afford it. The family's inability to pay for one protein meal 

a day or the inability to pay for the necessary food outline a condition of food 

deprivation, which in 2021 affects 5.9% of children under 16 (6.2% in the North, 

2.5% in the Center and 7.6% in the South). 

There are also differences by household type: couples with minor children 

account for 4.7%, while single-parent families reach 7.7%.  

Finally, the 6-11 age group shows the highest rate of food deprivation (6.3%), 

which for younger children (up to 5 years) and children between 12 and 15 years of 

age stops instead at 5.7%8. 

 

 

4. Conclusions 

 

Addressing child poverty and social exclusion is high on the international policy 

agenda. Many authors and institutions push on the need for child-specific measures, 

stressing that simple age group breakdowns indicators are insufficient to adequately 

capture the nature of children deprivation.  

Starting from the thematic modules included in the 2017 and 2021 edition of EU-

SILC survey, in this paper we have shown the situation of children in Italy, in 

particular with regard to material and social deprivation, which includes age 

appropriate child-specific information. However, it is important to report some 

limitations of this study. Firstly, child deprivation variables in EU-SILC are not 

collected directly from the “voice of the child”, but from the household respondents 
(Guio et al. 2020); secondly, two or more children living together are all considered 

                                                      
8 For further details, see ISTAT, 2023. 
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deprived of an item if at least one of them is deprived of that item. Consequently, it 

is not possible to investigate differences in child deprivation within the households. 

We have reported in the previous section the main results of an in-depth analysis 

of 2017 and 2021 datasets, trying to identify the links between deprivation and socio-

economic characteristics of the household. As shown, children’s living conditions 

are closely related to the territorial context, the parents’ working conditions, the 
household characteristics, the parental education level and the access to early 

education and care.  

In 2021, the proportion of children aged 0-15 deprived is equal to 13.0% in the 

EU-27 and 13.5% in Italy. In Italy, in 2021, the South has the highest incidence of 

child material and social deprivation (20.1%). Parental education plays a crucial role 

in determining the living conditions of children. In 2021 the child material and social 

deprivation is equal to 3% if the parental level of education is equal to tertiary 

education, while it reaches 33.9% in case of at most lower secondary education level.  

The lack of access to education and early care also impacts on the living 

conditions of children aged 0-5. The deprivation incidence increases by 3 percentage 

points for the 0-2 age class and doubles for the 3-5 age class when children do not 

participate in early childhood education and care. Finally, in 2021 still 5.9% of 

children aged 0-15 faces food deprivation. Children are much more affected in the 

South of Italy (7.6%). In addition, there are differences in relation to the family type 

of the child: couples with minor children have a share of 4.7%, while single-parent 

families reach 7.7%. 

These results represent a starting point for a growing understanding of the living 

conditions of children, and they could help to identify causes and drivers of child-

specific inequalities in specific country context, creating a knowledge base. 
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MULTIVERSAL MODEL OF MEASUREMENT OF A COMPOSITE 

INDEX OF WELL-BEING 
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Abstract. The aggregation of many indicators into a unique index may hide the latent 

uncertainty in the rank orders of the statistical units due to the freedom in the choice of the 

aggregating methods. Multiversal modelling enhances this flexibility in the operative 

definition to derive a posterior distribution of estimates for the latent composite index. This 

study applies this principle to map the quality of life in 107 provinces in Italy and assess them 

into robust clusters. 

 

 

1. Introduction 

 

Gross Domestic Production (GDP) is the fundamental benchmark for measuring 

the impact of socio-economic policies of well-being and development. Nevertheless, 

not always a GDP goes along with a consensus on a positive state of happiness or 

quality of life in a population. In fact, GDP ignores two ideal features of sustainable 

development: the impact of inequalities in the access to opportunities of 

development, and the environmental balance between the needs of economic 

activities and the ecological stability (Patrizii et al., 2017). 

The dominance of GDP has been progressively juxtaposed to more granular 

systems, made of many indicators of socio-economic development. These systems 

allow the monitoring of indicators for abstract concepts, often articulated in multiple 

intertwined semantic dimensions. For example, the famous composite Human 

Development Index (HDI) has the ambition to represent an underlying unity of 

human activities as biological, technological, and economic facts. In 2014 the Italian 

National Institute of Statistics of Italy (ISTAT) developed the equally ambitious 

project for a monitoring system of the Equitable and Sustainable Well-Being of the 

territories (BES, standing for ̀ `Benessere Equo e Sostenibile"). Originally composed 

as a system of few indicators to represent 12 dimensions (dominii, domains in the 

Italian) related to the Sustainable Development Goals (SDG) of the United Nations 

Agenda 2030, over time the number of indicators has grown to exceed a hundred, 

achieving a remarkable level of granularity even for small territorial areas. 
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A monitoring system with a hundred variables that, as a collective, define the 

unitary yet polysemous concept of equitable and sustainable well-being poses more 

than one challenge for the operative definition of a composite synthetic index, 

considering that BES is already hierarchically structured along well-distinct 

domains, too. First of how, abstract concepts as “quality of life” or “sustainability” 
does not fit well conceptually into continuous scales, where the numeric difference 

between two units is uninterpretable. Even adopting the composite to establish a 

ranking of the units, a method that meets the demand of applications more oriented 

towards discrete decision-making than the estimation of latent features, the 

compression of many variables into a singular number could result in a decision more 

driven from the model of aggregation than from evidence (Permanyer, 2012; Greco 

et al., 2019; Alaimo and Maggino, 2020; Munda and Matarazzo, 2020). A solution 

for such lack of transparency of uncertainty involved in the aggregation is to 

represent an interval of ranks instead of a single rank (Permanyier, 2012; Paruolo et 

al., 2013; Munda, 2022). 

This study extends the application of the framework of Multiverse Analysis (MA, 

Cantone and Tomaselli, 2024) for the elicitation of a set of 20 rank estimates each 

of the BES in 107 Provinces. The assumption of MA is that by fitting a sufficiently 

large and well-specified set of combinations of elements of a statistical model, it is 

possible to approximate the inherent component of variability of results due to the 

differences in admissible options in modelling the relations between variables. By 

achieving such result, it would be possible to isolate inferences mainly driven by 

difference in evidence from inferences mainly driven by the analytical choices in the 

model. This study extends this principle to models of aggregation of variables, 

showcasing the benefits of MA over typical alternatives for sensitivity and 

robustness analysis (see Leibel and Bornmann, 2024). The latter involve random 

perturbations of the weighting schemes, while MA, running a finite and regular set 

of combinations, is deterministic. So it is possible to run paired t-tests for a more 

robust clustering of the Italian provinces into tiers of BES, from the less concerning 

to the most. 

 

 

2. The challenges of synthetising many indicators 
 

In a model of a composite index, the relationship between the indicators and the 

latent variables can either be reflective or formative (Coltman et al., 2008). 

 

- In reflective relations the latent construct is a ‘factor’ of the indicators, e.g. 

“the quality of the health systems is reflected in a higher life expectancy”. 
The factor is reconstructed through the tools of Confirmatory Factor 
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Analysis (CFA) with the hypothesis of a singular factor as communal cause 

for all the indicators grouped within the domain: 

 Xi = 𝜇(𝑋𝑖) + 𝜆𝑖 ⋅ Ξ + ϵi       (1) 

 

In Eq. 1 Ξ is the factor, also working later as composite index. Xi is the 

generic variable within the domain, 𝜇(𝑋) is its center, generally omitted for 

standardised X. 𝜆𝑖 is the linear coefficient that best fits the equation (factor 

loading). This model allows a ϵi residual, due to fixed nature of Ξ.  

The most immediate test for the hypothesis of a singular fixed Ξ regards the 

capacity of a singular component of the matrix of the grouped indicators is 

in the context of the assumptions of the Principal Component Analysis: there 

must be a singular component that reproduces most of the total variance of 

the indicators. However, given the confirmatory nature of the model for Ξ, 

its estimation involves the maximisation of the likelihood for the system of 

equations of the 𝑋1, … , 𝑋𝑖 , … , 𝑋𝑘 indicators in the form of Eq. 1.  

- Formative model: in this case the indicators are the causes of the latent 

dimension (e.g. “an increase of participation in associations and clubs 
increases the social cohesion of a territory”). Often these processes of 

formation are designed explicitly through a weighted aggregation of the 

indicators: 

 Ξ ∶= 𝑓(𝑋1 ⋅ 𝑤1, 𝑋2 ⋅ 𝑤2, … , 𝑋𝑖 ⋅ 𝑤𝑖, … , 𝑋𝑘 ⋅ 𝑤𝑘)     (2) 

 

where W: {w} is the set of weights (weighting scheme) and f(X,W) is the 

aggregative function. 

 

These models work well when the analysts can identify and access the sufficient 

set of variables necessary for a correct specification of the construct. In reality, in 

many cases the analysts do not design the elicitation of the variables to observe, and 

as in the case of BES, are provided with sets of semantically tied variables collected 

by a central institution, without a fully specified causal structure. While in these 

cases formative models should be preferred, the inclusion of a variable in a system 

like BES should not be regarded as an event independent from the inclusion of the 

others, for example because the central institution has more ease to observe some 

indicators than others; as a consequence, an excess of positive correlations could 

signal a redundance of information, which should be calibrated with the weighting 

scheme. in the elicitation of the weighting scheme. 

Finally, a linearly aggregative function (e.g. arithmetic average, sum, etc.) 

implies the principle of compensability of variables, i.e. that it is materially possible 
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(and socially desirable) to trade a reduction in one dimension for a larger gain in 

another; the option of a non-linear function suffers of being a relatively arbitrary 

choice, instead. 

In other words, compared to methodologies based on the selection of one singular 

key indicator (e.g. GDP), methodologies involving multiple indicators suffer from 

the risk of being sensitive to the analytical choices of synthesis, leading to logically 

incoherent results across operational definitions of the target construct. The 

uncertainty resulting from the freedom of choices in formative models justifies the 

adoption of a whole posterior distribution of multiversal estimates for Ξ, where each 

specification of the formative model combines a weighting scheme and a aggregative 

function. 

 

 

3. The dimensions of equitable and sustainable well-being in Italy 

 

This study adopts the Territorial BES for year 2019 (TBES19), consisting in 58 

indicators grouped in 11 domains (dimensions), across 107 Italian provinces1. 

Indicators are rescaled in their standard z-values. and polarity aligned to the semantic 

of the domain (Mazziotta and Pareto, 2013), e.g. if the Domain is “Security” and the 
indicator is “Violent crimes” then the indicator is multiplied for -1: 

 z∗(𝑥) = 𝑥∗−𝑥̅𝑠(𝑥)         (3) 

 

where x is the element of variable X for a generic province, 𝑥̅ is the average x across 

the 107 province, and s(x) is the standard deviation across the 107 provinces; the 

asterisk reminds the possibility of an multiplication to invert polarity. 

Since the scope of the multiversal method is not to estimate a singular index, but 

to reproduce the variability in rankings due to the analytical choices of a formative 

model on a system of indicators, instead of synthetising directly the 58 variables, 11 

intermediate variables, one for each domain are synthetised through a simple 

reduction. The scope of this reduction is to not offer intermediate indexes, but to 

simplify computation and to avoid to bring an implicit weighting due the different 

availability of indictors for the different domain in the BES of Provinces. For each 

domain is conducted a preliminary Principal Component Analysis to check if the 

reported indicators constitute a reflection of a unitary latent factor (Eq. 1). The 

method of aggregation of the grouped indicators depends on such test: 

                                                      
1 The dimension “Subjective well-being” is not represented, since it is based on surveys which are not representative 
at the granularity of provinces. There are 49 missing values in this dataset, less than 0.8% of it. These has been 

imputed with the predictive algorithm ‘missForest’.    
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-  Whereas the principal component with the higher eigenvalue (“first factor”) 
is capable to reproduce more than 50% of the total variance of the variables 

grouped under the domain, then Ξ is estimated through the Maximum 

Likelihood Estimator of it (see Eq. 1). 

-  Where this test fails, the intermediate variables are the arithmetic averages 

of the indicators with uniform weights, instead. 

-   The domain “Social participation” groups only one indicator in the TBES19, 
so that indicator is considered alone as a proxy of the dimension. The domain 

“Political participation” groups only two indicators, so their average is 
considered.  

Results of this reduction of variables are summarised in Table 1. For domains 

Health, and Environment, an eigenvalue of the second factor definitely higher than 

1 suggests that hypothetically the grouped indicators may conjointly convey 

information about two independent latent dimensions, for each domain. For 

example, in the case of indicators of Health, these include both indicators of health 

in the population and indicators on the performance of the local health systems. 

However, it is difficult to assume that the health in a population is independent from 

the performance of hospitals, etc. For this reason, a naive formative model that 

roughly captures both latent sub-dimensions serves as the alternative to a cross-

loaded estimation. Similar considerations are applied for Security, Environment, etc. 

 

Table 1  Summary of the aggregation of indicators in intermediate constructs. 

 

Dimensions 
N. of 

indicators 

Variance reprod. 

by 1st Factor 

Eigenvalue of 

2nd Factor 

Method of 

synthesis 

Health 10 28.7% 2.17 Arith. Average 

Education 9 62.4% .87 CFA 

Conditions of work 6 77.93% .88 CFA 

Economic activities 4 78.87% .48 CFA 

Social participation 1 --- --- Direct 

Political participation 2 --- --- Arith. Average 

Security 6 36.37% 1.19 Arith. Average 

Territorial patrimony 3 40.27% 1.01 Arith. Average 

Environment 9 26.2% 1.88 Arith. Average 

Innovative activities 3 52.36% .83 CFA 

Quality of Administration 3 52.6% .92 CFA 

 

The matrix of correlations of the 11 intermediate variables (Fig 1) allows to 

hypothesise a very strong relational dependence among the block of Education, 

condition of Work and Economic activities; meanwhile Security, Environment and 

Political participation do not positively correlate with the other Domains. 
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Figure 1  Correlation matrix of the 11 intermediate variables. 

 
 

 

4. Multiversal estimates for a composite index 

 

Once the first step of estimation of 11 intermediate variable is completed, in the 

second step these are aggregated with a formative model (see Eq. 2) crossing 5 

weighting schemes (W) and 4 aggregating functions (f), for a total of 20 multiversal 

estimates for a unique index Ξ0: 

 Ξ0 = 𝑓(Ξ𝐻𝑒𝑎𝑙𝑡ℎ ⋅ 𝑤𝐻𝑒𝑎𝑙𝑡ℎ , … , 𝑋𝑄𝑜𝐴 ⋅ 𝑤𝑄𝑜𝐴)    (4) 

  

All the considered weighting schemes penalise those intermediate variables 

highly positively correlated with the other intermediate variables. This principle is 

adopted for the reason to reduce the potential compensability: in this model of 

evaluation policymakers cannot not ignore one (or few) dimensions of BES to 

enhance others, because if they do so, these will become positively correlated to each 

other and be penalised. In addition, weights must be defined as positive quantities 

(Munda and Nardo, 2009). The weighting schemes are specified as follow: 
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- For each pair of constructs for the domains, the similarity of their 

vectors is measured of through 5 distances: Euclidean, Mahalanobis, 

Canberra, Soergel (that is the complement of Tanimoto proximity), and 

Cosine. A summary of these five distances is provided in Appendix A. 

- For each Ξi intermediate construct the distances with other domains, in 

the form of 𝑑(𝚵𝑖, 𝚵𝑗), are summed. The weight wi is equal to 

 wi = ∑ 𝑑(𝚵𝑖,𝚵𝑗)𝑄𝑜𝐴𝑗∑𝑑(𝚵𝑖,𝚵𝑗)         (5) 

 

The weighted intermediate variables are aggregated into the final index through 

four specification of the same function:  

 𝑚𝑞[𝑧∗ −min⁡(𝑧∗)] = lim𝑞′→𝑞 [∑ ([𝑧∗𝑞′ −min(𝑧∗𝑞′)] ⋅ 𝑤)⁡ 1𝑞′𝑘𝑥≠0 ]  (6) 

 

which is a generalised form of the normalised mean (de Carvalho, 2016) converging 

to the Harmonic Mean, Geometric Mean, Arithmetic Mean and Quadratic Mean for 

the q integer shifting from -1 to 2. Being normalised by substraction of the sample 

minimum, Eq. 6 is never negative, and being a limit, it ignores the minimum unit in 

the aggregation, ergo its argument is always positive. 

The 20 estimates can be represented as Ξ̂(𝑑,𝑞) where d represent which formula for 

distance is adopted to calibrate the weighting scheme, and q the value of the 

parameter for Eq. 6. Given a finite population of 107 provinces, these estimates can 

are evaluated through a rank statistic: the higher is Ξ̂(𝑑,𝑞) of a province, the lower is 

the the rank of the province in the specification (d,q). 

  

 

5. Results 

 

The adoption of the 20 multiversal estimates, compared to the ranks for the 11 

intermediate variables, result in a shrinkage in the dispersion in the ranks of 

provinces, as expected2. 

 

                                                      
2 The average Median Absolute Deviation (MedAD) of ranks of the scores of the Italian provinces is equal 14.35 

across the 11 dimensions, but it only to 8.58 in the 20 estimates of the composite. This result is visually checked at 

Figure 3. 
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Figure 2  Relative frequency of ranks for 20 large Italian provinces. 20 multiverse estimates 

of the composite index are less dispersed than 11 distinct intermediate Domains. 

 
 

In the multiversal posterior, Pordenone and Trento, the two provinces with the 

lowest median rank (i.e. the distribution is shifted to the left side of the x-axis in Fig. 

2) are characterised not only by a high-performing outlook across the 11 sub-

dimensions but also by relatively low variability in ranks. The worst performers 

Caserta, Agrigento, Crotone and Trapani share concerning states across all domains 

of the BES system. 

For a full visualisation of Italy, a clustering algorithm is run on the multiversal 

estimates with the sake to establish levels of approximate equivalence in sustainable 

quality of life among provinces. The core principle of the algorithm is that each 

member of a higher cluster must be significantly at a higher ranks (more shifted to 

the right, in Fig 2) of the best performer (lowest ranks) of all the lower clusters. The 

algorithm is detailed in Appendix B. Given the combinatorial nature of the 

specifications of the posterior estimates in the multiverse, the Wilcoxon test is ideal 

to establish this degree of separation. It is important to remark that such procedure 

does not just split the provinces in percentiles of their outcomes, but optimises am 

ideal division of territories accounting for the uncertainty in the measurement, so, 

for example, if a province has an outstanding outperformance of the others, it could 

still potentially form a cluster in its own, etc. 

The algorithm identified 14 clusters of performance. For the sake of a more 

synthetic representation, these have been manually agglomerated into only 7 tiers 
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associated to seven colours, from green (more desirable state) to red (worst). This 

result is reported in Fig 3. 

Figure 3  Clustering of the Italian provinces in tiers of quality of life. 

 

The procedure clearly identified clusters of excellence (Tier 1) in Alps, North-

East and North of Center of Italy, while North-West is significantly lower scoring 

than these areas. The North-West is penalised by its associated with lower Security 

and Environment, which in the specific scheme of Eq. 5 are weighted more for being 

less correlated with the other domains (see Fig. 1). Among the Southern provinces, 

the algorithm identifies Sicily and Calabria as the two regions more in need of 

structural interventions to equate social development. The little cluster of provinces 

between Rome and Naples (plus Foggia) is another concerning area, too. 

 

 

Appendix A 

 
Distances and weighting schemes 

Consider i as the index for the province. 

Euclidean distance: 𝑑𝐸(𝑋, 𝑌) = √[∑ (𝑥𝑖 − 𝑦𝑖)2𝑖 ]⁡       (A1) 
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Mahalanobis distance: 

𝑑𝑀(𝑋, 𝑌) = √(𝒙 − 𝒚) ⋅ 𝑆(𝑋,𝑌)−1 ⋅ (𝒙 − 𝒚)𝑇⁡     (A2) 

where x and y are the vectors of X and Y, and S is their covariance matrix. 

Canberra distance: 𝑑𝐶(𝑋, 𝑌) = ∑ |𝑥𝑖−𝑦𝑖||𝑥𝑖+𝑦𝑖|𝑖 ⁡       (A3) 

Soergel distance: 𝑑𝑆(𝑋, 𝑌) = ∑ |𝑥𝑖−𝑦𝑖|𝑖∑ max(𝑥𝑖,𝑦𝑖)𝑖        (A4) 

Cosine distance: 𝑑𝐶𝑂𝑆(𝑋, 𝑌) = 1 − ∑ [𝑥𝑖−min⁡(𝑥𝑖)]⋅[𝑦𝑖−min⁡(𝑦𝑖)]𝑖√∑ [𝑥𝑖−min⁡(𝑥𝑖)]𝑖 2⋅√∑ [𝑦𝑖−min⁡(𝑦𝑖)]𝑖 2   (A5) 

 

Figure A1 represents the linear correlations among estimates combinations of 107 

provinces and 4 values of the q parameter, for a total of 428 pairings. 

 

Figure A1  Linear correlations among estimates of the formative index weighting schemes. 
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Appendix B 
Algorithm for Ordinal Clustering 

1. Order the provinces from the lowest median rank to the highest, and assign 

them a i for their position.  

Set i=1, and the i=1st province to cluster = 1. 

2. Increase i by 1. Look at the cluster of province with i-1, then look at the 

province with the lowest median rank within that cluster. 

Call this “benchmark”. 

3. Run a Wilcoxon test between the estimates the i-th province and the 

benchmark; match the estimates through their (d,q). 

4. If p < 
𝛼=.05106 , then assign the i-th province to new cluster,  

If not, assign i to the same cluster of the benchmark. 

5. If i ≠ 107, then reiterate from point 2.  

If not, stop. 
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SMALL AREA ESTIMATION OF POVERTY INDICATORS 
 

Michele D’Alò, Danila Filipponi, Stefano Gerosa, Francesco Isidori 
 

 
 
 
 

Abstract. ISTAT has been carrying out extensive research to implement Small Area 
Estimation (SAE) methods for computing Sustainable Development Goals (SDGs) indicators 
related to health, occupational status, gender equality, and poverty. This work aims to present 
the main results obtained applying some SAE methods to estimate the "At Risk of Poverty" 
indicator for unplanned domains using EU-SILC data. The sub-domains of interest are the 
provinces (NUTS3) and metropolitan cities, while the survey is designed to provide estimates 
up to the NUTS2 level (regions). The Small Area Estimation (SAE) methods considered 
encompass both area and unit-level mixed models, and their results are compared against 
each other. Administrative data sourced from ISTAT's Integrated System of Registers (ISR), 
specifically from the Population Register and the Labour Register, integrated with income-
related administrative data, are used to specify the models. Furthermore, with direct estimates 
and administrative auxiliary information available from 2017 to 2021, SAE methods can 
borrow strength not only from other areas but also from various survey cycles. A final step 
in the process of estimating small-area statistics through an inferential model-based approach 
is establishing coherence between estimations of the target indicator computed at various 
levels of granularity. It is performed to align SAEs with precise and unbiased direct estimates 
computed at higher planned domain levels. This final calibration is not merely cosmetic. It is 
essential to meet user requirements on coherence and also to enhance the overall accuracy 
and reliability of model-based SAEs. The application of Small Area Estimation (SAE) 
estimates allows gains of efficiency compared to direct estimates. 
 
 
1. Introduction 

 
Poverty indicators are receiving increasing attention from worldwide institutions 

searching for innovative approaches to contrast socio-economic inequalities.  
Recently, EUROSTAT implemented new precision requirements for the At-Risk-

of-Poverty-and-Social-Exclusion (AROPE) indicator, applicable at both national 
and regional levels (Regulation (EU) 2019/1700 (2019)), annually provided by 
National Statistical Institutes through the EU-SILC survey. In such context, ISTAT 
is engaged in an ongoing extensive study on AROPE index and its components (At-
risk-of-poverty (ARP), low work intensity (LWI), and severe material deprivation 
(SMD) indicators) involving, among others, small area estimation techniques. The 
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final aim of the project is to provide stable and affordable estimates of all the above-
mentioned indicators, for the period from 2017 up to the present, at NUTS3 level of 
aggregation. In the present paper, we will focus on ARP index for the year 2021, the 
last one for which auxiliary variables are currently available, as a starting point for 
exploring AROPE components. Hopefully, by collecting enough experiences and 
case studies, we will be able to add steps towards standardizing the production of 
small area estimates for indicators mentioned above, such as model selection and 
tuning, collecting appropriate auxiliary variables, and draw an effective process 
pipeline. The paper is structured as follows. In section 2 we briefly present the survey 
sampling design and techniques involved in the production of direct estimates of the 
ARP index. Sections 3 and 4 are dedicated to the description of applied SAE 
methodologies. Section 5 contains details about the applications and the obtained 
results. In section 6 some conclusions are drawn. 
 
 
2. Target variable, sampling design and direct estimates 

 

The at-risk-of-poverty-rate (ARPR) is a relative poverty index defined as the 
share of people with an equivalised disposable income below the at-risk-of-poverty 
threshold, set at 60 % of the national median equivalised disposable income. The 
modified OECD scale is applied to compare households with different size and 
composition, so that total household income is converted in equivalised disposable 
income and is attributed equally to each member of the household.  

The IT-SILC sampling design is a two-stage design. Primary sampling units are 
municipalities, while secondary sampling units are households. Municipalities are 
stratified according to the number of residents and the stratification is carried out 
inside each administrative region. Moreover, they are selected in each stratum with 
probability proportional to their size. Households are not stratified, but are selected 
with equal probability by systematic sampling in each selected municipality from 
population register lists and no substitution of unit non-response is applied. More 
details about EU-SILC survey and sampling design can be found in ISTAT (2008). 
Direct estimates have been obtained using a calibration estimator (Deville-Särndal 
(1992)), where the final weights reproduce a set of known socio-demographic totals. 
Since ARPR is a non-linear indicator, its variance has been estimated by a 
generalized linearization method (Osier (2009)), taking into account all features of 
the sampling design and of the calibration estimator (strata, sampling stages, 
externally calibrated weights). 
 
 

https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Glossary:Equivalised_disposable_income
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Glossary:Median
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3. Area-level Models 

 
Small area estimation based on an area-level mixed model, often referred to as 

the Fay-Herriot (FH) method, is a technique used to estimate the parameters of 
interest for specific sub-domains by combining survey data with available auxiliary 
information at the area level. Let d be the generic small area of interest (𝑑 =1, 2, … , 𝐷), 𝜃𝑑 the direct estimate of the target parameter 𝜃𝑑 related to area d, and 𝑿𝑑 a set of auxiliary variables known for each area of interest. The area-level mixed 
model is given by the combination of the following sampling and linking models: 

 𝜃𝑑 = 𝜃𝑑 + 𝑒𝑑 ;       𝜃𝑑 = 𝑿𝑑𝛽 + 𝑢𝑑 . 
 

The combination of these two models provides the area-level mixed-effects 
model, 
 𝜃𝑑 = 𝑿𝑑𝛽 + 𝑢𝑑 + 𝑒𝑑.       (1) 

In the model above, the random effects 𝑢𝑑 are assumed to be independent of the 
sampling errors 𝑒𝑑, and both are normally distributed. The variance  𝜎𝑒𝑑2 of the 
sampling errors is assumed to be known and the other model parameters are 
estimated by using restricted maximum likelihood method as described e.g. in Rao 
and Molina (2015, Chapter 5). The Empirical Best Linear Unbiased Predictor 
(EBLUP) for the target parameter 𝜃𝑑  is a linear combination of a direct estimator 
and a synthetic estimator. 
 𝜃𝑑𝑠𝑎𝑒 = γ̂𝑑  𝜃̂𝑑 + (1 − γ̂𝑑) 𝑋𝑑𝑇 𝛽̂ . 

The weights assigned to the direct estimates are directly related to the variance of 
the area random effect and inversely related to the sampling variance of the direct 
estimates γ̂𝑑 = 𝜎̂𝑢2𝜎̂𝑒𝑑2 +𝜎̂𝑢2, 

 
Since direct estimates and administrative auxiliary information are available from 

2017 to 2021, efficiency can be improved by borrowing strength not only from other 
areas but also from other survey occasions. Rao and Yu (1994) proposed an 
extension of the basic Fay-Herriot model to handle both time-series and cross-
sectional data. This model still consists of a sampling model and a linking model.  
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Let 𝑑 be the generic small area of interest (𝑑 = 1,, 𝐷) and t the generic period 

of time (𝑡 = 1,, 𝑇) the sampling model is: 𝜃𝑑𝑡 = 𝜃𝑑𝑡 + 𝑒𝑑𝑡 

It deals with the errors associated with the sample data collected for various areas 
and each time period, considering the variability introduced by random sampling 
errors. The area linking model is given by: 𝜃𝑑𝑡 = 𝑋𝑑𝑡𝑇 𝛽 + 𝑢𝑑 + 𝑣𝑑𝑡 

This model focuses on how data, such as direct estimates and known area 
auxiliary information, from different areas are related over time. The final linear 
mixed model is given by: 𝜃𝑑𝑡 = 𝑋𝑑𝑡𝑇 𝛽 + 𝑢𝑑 + 𝑣𝑑𝑡 + 𝑒𝑑𝑡       (2) 

where 𝜃𝑑𝑡 is the true value corresponding to the estimate 𝜃𝑑𝑡 of interest, 𝑋𝑑𝑡𝑇  is a 
(𝐷𝑥𝑃) - dimensional matrix of P covariates available for each area and time, and 𝑒𝑑𝑡 
are the normal sampling errors. Given the true value 𝜃𝑑𝑡, each vector 𝑒𝑑 =(𝑒𝑑1,, 𝑒𝑑𝑇)′ has a multivariate normal distribution with zero mean and with known 
variance-covariance matrix 𝑑. Moreover, 𝑢𝑑𝑁(0, 𝜎𝑑2) is the area random effect 
and 𝑣𝑑𝑡 = 𝜌𝑣𝑑,𝑡−1 + 𝜀𝑑𝑡 

with |𝜌| < 1 and  𝜀𝑑𝑡𝑁(0, 𝜎𝜀2) is the area-by-time random effect. In this model, 𝑒𝑑, 𝑢𝑑 and 𝜀𝑑𝑡 are assumed independent of each other and in our application 𝑑 is 
diagonal, with elements 𝜓𝑑𝑡 , for 𝑡 = 1,, 𝑇. By combining the direct and synthetic 
estimators, the final composite estimator efficiently borrows strength across small 
areas and time periods. For a small area d at time t, the composite estimator 𝜃𝑑𝑡 can 
be expressed as: 𝜃𝑑𝑡𝑠𝑎𝑒 = γ̂𝑑𝑡 𝜃𝑑 + (1 − γ̂𝑑𝑡) 𝑋𝑑𝑡𝑇  𝛽̂ 

in which:  𝛾𝑑𝑡 = 𝜎̂𝑢2𝜓̂𝑑𝑡+𝜎̂𝑢2. 
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4. Unit-level models 

 
The small area estimation using unit-level models are based on the seminal paper 

of Battese, Harter, and Fuller model (Battese et al. (1988)). These models utilize 
auxiliary information for each statistical unit, integrating it with survey data to 
specify a model that borrows strength from similar areas. This approach typically 
employs a linear mixed model framework to predict parameters of interest in small 
sub-domains of interest. The basic unit-level mixed model can be formulated as 
follows: 𝑦𝑖𝑑 = 𝑋𝑖𝑑𝑇 𝛽 + 𝑢𝑑 + 𝜖𝑑𝑖                                                                  (3) 

 
Where, denoted with i and d respectively the generic unit and area, 𝑦𝑑𝑖 is the 

observed outcome; 𝑋𝑑𝑖𝑇 is the vector of auxiliary variables; 𝛽 is the vector of fixed 
effect coefficients; 𝑢𝑑 is the random effect with 𝑢𝑑 ∼ 𝑁(0, 𝜎𝑑2)) and 𝜖𝑑𝑖 is the 
random error term for unit i with 𝜖𝑑𝑖 ∼ 𝑁(0, 𝜎𝜀2). 

The variable of interest is a binary indicator which identifies individuals with an 
equivalised disposable income below the at-risk-of-poverty threshold. Due to the 
binary nature of the target variable, a logistic mixed model is a natural choice to 
consider, being specifically designed to handle binary outcomes. The logit of the 
probability of the outcomes associated with each unit i belonging to the domain can 
be expressed as follows: 
 𝑙𝑜𝑔𝑖𝑡(𝑃(𝑦𝑖𝑑 = 1)) =  𝑋𝑖𝑑𝑇 𝛽 + 𝑢𝑑 + 𝜖𝑖𝑑,     (4) 

 
The Empirical Best Linear Unbiased Predictor (EBLUP) estimates of the target 

parameter are derived after computing the Restricted Maximum Likelihood (REML) 
estimates of the model parameters 𝛽 and 𝜎𝑢2 𝜎𝜀2. The small area estimator 𝜃𝑑 is a 
combination of the direct estimate and the model-based estimate. It can be expressed 
as: 
 𝜃𝑑𝑠𝑎𝑒 = γ̂𝑑𝜃̂𝑑𝑑𝑖𝑟 + (1 − γ̂𝑑) 𝜃𝑑𝑚𝑜𝑑𝑒𝑙      (5) 

 
in which: 𝜃𝑑𝑑𝑖𝑟 = 1𝑛𝑑 ∑ 𝑦𝑖𝑑𝑖∈𝑠𝑑  

 
where 𝑛𝑑 is the number of sampled units in area d, while  
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 𝜃𝑑𝑚𝑜𝑑𝑒𝑙 = 1𝑁𝑑 ∑ 𝑦̂𝑖𝑑𝑖∈𝑈𝑑  

 
where 𝑁𝑑 is the total number of units in area d and 𝑦̂𝑖𝑑 is the predicted value for 

unit i in area d. In case of linear mixed model (3), the predicted values are given by: 
 𝑦̂𝑖𝑑 = 𝑋𝑖𝑑𝑇  𝛽̂ + 𝑢̂𝑑. 
 

In case of logistic mixed model (4), the predicted values are instead given by: 
 𝑦̂𝑖𝑑 = exp (𝑋𝑖𝑑𝑇 𝛽 + 𝑢𝑑)1 +  exp (𝑋𝑖𝑑𝑇 𝛽 + 𝑢𝑑) 

 
Finally the weight of the area d of the composite estimator (5) is determined on 

the basis the variance components estimates and is given by: 
 γ̂𝑑 = 𝜎̂𝑢2𝜎̂𝑢2 + 𝜎̂𝜀2/𝑛𝑑 

 
The composed small area estimator based on unit-level mixed models effectively 

integrates direct estimates and model-based predictions, by leveraging individual-
level data and area-specific random effects. 
 
 
5. Application and analysis of the results 

 
The objective of this case study is to estimate the At-Risk-of-Poverty (ARP) 

indicator at the provincial level (NUTS3) and for 14 Metropolitan Cities. These are 
considered unplanned domains for the EU-SILC survey since the finest planned 
domain is at the regional level (NUTS2). Overall, we have 121 unplanned domains, 
and the target parameter has been estimated using survey data from 2017 to 2021. 
The next two figures illustrate the distribution of the Coefficients of Variation (CVs) 
for the direct estimates of the ARP indicator. Figure 1 refers to the NUTS2 planned 
domains, while Figure 2 shows the distribution of CVs for the NUTS3 unplanned 
domains. Each box plot in both figures represents the observed distribution of CVs 
for each available reference period from 2017 to 2021. 
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Figure 1  Boxplot of direct estimates CV within NUTS2 domains. 
 

 
Figure 2  Boxplot of direct estimates CV within NUTS3 domains. 
 

 
 

These two plots provide insights into the variability and reliability of the direct 
estimates over time across different domain levels. It's evident that CVs  of the direct 
estimates have increased over the last two years, largely due to a higher level of non-
response rates during the COVID-19 pandemic. This trend appears to be slightly 
mitigated in Figure 2, which shows the trend of CVs for unplanned domains. For this 
level of granularity, the impact of missing responses may be masked by the larger 
variance of direct estimates in unplanned domains, due to the small sample sizes. 
Given that NUTS2 are planned domains, ARP estimates at the regional level tend to 
have relatively high CVs. However, since this application focuses on the 
implementation of SAE methods for unplanned survey domains any analysis of 
results pertaining to planned domains is set aside for now. In order to evaluate the 
computed estimates, we will utilize the criteria proposed by Statistics Canada 
(https://www150.statcan.gc.ca/n1/pub/71-543-g/2016001/part-partie7-
eng.htm#archived), although other criteria determined consulting users and experts, 
may also be considered. According to such criterion, estimates having CV less than 
16.6% can be released without any restriction. Estimates with CV between 16.6% 
and 33.3% can be released with caveats and should be always accompanied by a 
warning regarding their accuracy. Finally, if CV is greater than 33.3% the 
corresponding estimates should not be released. Table 1 shows the number of direct 
estimates in the described groups for the year 2021. As expected, along with the two 
out of sample areas, many direct estimates of the target parameter show high CVs. 

https://www150.statcan.gc.ca/n1/pub/71-543-g/2016001/part-partie7-eng.htm#archived
https://www150.statcan.gc.ca/n1/pub/71-543-g/2016001/part-partie7-eng.htm#archived
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Hence, implementing small area estimator methods is a crucial step to try to enhance 
the efficiency of estimates at the desired level of disaggregation. 
  
Table 1  NUTS3 Estimates grouped by CV.  

CV%  Evaluation Number of estimates 

 ≤ 16.5 Publishable 20 
(16.5; 33.3] Publishable with caution 67 

>33.3 Not recommended for publication 32 
Not available Not available 2 

 

To compute small area estimates of ARP for the 121 sub-domains of interest, we 
consider the two estimators (eblup_lin and eblup_logit) based on the mixed unit-
level model described in paragraph 4, and the two estimators (FH and YR) based on 
area-level mixed model described in paragraph 3. The fixed part of the models were 
specified using administrative information available in ISTAT's Integrated System 
of Registers (ISR), particularly from the Population Register and the Labour 
Register, integrated with administrative data on income (Baldi et al., 2018). 
Specifically, we considered: 
 

 Population distribution for 7 age classes; 
 Population distribution for 3 education level classes (Primary education, 

secondary education, university degree) 
 At risk of poverty index administrative proxy; 
 Quintiles of equivalent income at the national, regional, and provincial level; 
 Population distribution for work income, pension income and capital income 

grouped in five 5 classes; 
 Population distribution for 4 classes of the average number of working 

weeks, obtained by dividing the year into quarters. 
 

This auxiliary information was integrated with the survey data to specify and fit 
the unit-level models (3) and (4). Aggregated mean values of the same information 
at the domain level were instead used to fit the mixed area-level models (1) and (2). 
The standard Fay-Herriot area-level estimator assumes normality and independence 
of the error terms. However, in this application, these assumptions appear to be 
violated. To address this issue, the area-level model has been specified on the log-
transformed direct estimates. SAEs based on this model have been computed using 
the emdi package (see Harmening, et al. (2023)). The log-transformation ensures a 
better fit of the area-level model to the normality assumptions of the random error 
components. This transformation introduces a bias when converting back to the 
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original scale, which can be adjusted applying a so called ‘crude’ method, as 
described by Harmening et al. (2023). 

Additionally, like the direct estimates, their corresponding variance estimates can 
also be very unstable. Therefore, smoothed estimated variances has been considered 
for computing both standard and log-transformed FH - SAEs. Assuming that the 
variance of estimates depends on the area sample size and the intensity of the target 
variable, a simple linear model has been used to smooth the estimated variances of 
the direct estimates. The applied model is: 
 
   ln(𝑣𝑎𝑟(𝜃𝑑)) = 𝛽0 + 𝛽1 ln(𝑛𝑑) + 𝛽2 ln(𝜃𝑑)   
 
where 𝑛𝑑 and 𝜃𝑑 are respectively the realized sample size in the area d and the direct 
estimates.  

Both of the above adjustments lead to more satisfactory model fitting and 
improved properties of the small area estimates. Consequently, the following results 
and analyses related to FH estimates will refer just to the small area estimates 
computed on the basis of a standard area-level model specified considering the log-
transformation of the direct estimates and the smoothing of their variance. 

Figure 3 illustrates comparisons between direct estimates and model estimates, 
highlighting that SAEs based on area-level models align more closely with direct 
estimates compared to those computed using two EBLUP estimators based on unit-
level models. ARP's FH estimates, as expected with SAE methods, allow to smooth 
both the lowest and highest direct estimates, while YR mainly reduces the intensity 
of the largest direct. The increasing trend of ARPR estimates from 2017 to 2021 (see 
Figures 1 and 2) can lead the YR estimator to produce lower SAEs, as the model is 
specified to borrow strength not only from other areas but also from the time 
occasions of the survey. The logistic unit-level model does not seem to yield better 
results compared to its linear counterpart, as expected given the binary nature of the 
response variable. Further in-depth analysis is needed to understand the reasons. 

A benchmarking procedure, aimed at ensuring the consistency of target indicator 
estimates across different levels of disaggregation, is performed to align SAEs with 
precise and unbiased direct estimates computed at planned domain levels. This final 
calibration is not merely cosmetic. It is essential to meet user requirements on 
coherence and also to enhance the overall accuracy and reliability of model-based 
SAEs, by reducing the possible bias of SAEs. Those estimates should be aligned to 
the finer planned domains’ direct estimates (NUTS2 level). However, as shown in 
Figure 1, these estimates are not sufficiently reliable, with some having a CV 
exceeding 20%. Consequently, the small area estimates were benchmarked against 
the more reliable ARP direct estimates computed at the NUTS1 level, corresponding 
to a division of the Italian territory into five groups of administrative regions: North 
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East, North West, Centre, South, and Island. The benchmarking adjustment 
introduces an extra variability that is added to the original MSE of SAEs.  
 
Figure 3  Comparisons between direct and models estimates. 

 
 

The set of estimates' coefficient of variation is reported in Figure 4. Plot A 
displays the original CVs of the SAEs, while plot B shows the distribution of CVs 
of correspondent post-benchmarked estimates. All SAE methods allow considerable 
efficiency gains over the direct estimator, with the FH estimator outperforming the 
other SAE methods. It is worth highlighting that the CV distribution for the two 
estimators based on unit-level models have a lower median compared to other 
estimators. This can be attributed to the significant correlation between the response 
variable and the set of unit-level administrative data used to specify these models. 
However, both SAE methods based on linear and logit unit-level models show a 
broader distribution of CVs, with higher maximum values compared to the FH 
estimator. Further model specifications and assumptions analysis are needed to 
better understand the reasons behind these outcomes. The distribution of CVs for the 
YR estimator is not good, with only slight improvement observed after the 
benchmarking, which mitigates the over-shrinkage of the estimates computed with 
this estimator. To improve results, like done for the FH methods, one might consider 
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to specify the You-Rao model on the log transformation of the direct estimates and 
after the smoothing of the estimated variances.  
 
Figure 4  CV of direct and the original and post benchmarked SAEs. 

  
 
  

6. Conclusions 
 

The results are encouraging, with the FH estimator outperforming the other SAE 
methods considered in this study. We are currently working on incorporating both 
variance smoothing and logarithmic transformation into the YR time series area-
level model, as done with the basic FH model. Additionally, other SAE methods that 
utilize longitudinal information in unit-level models and account for spatial 
correlation in both area and unit-level models should be considered. Exploring the 
Empirical Bayes Predictor (EBP) proposed by Molina and Rao (2015) for estimating 
poverty indicators is also worthwhile, despite its high computational cost. Finally, it 
is essential to thoroughly evaluate the models' goodness of fit, validate the specified 
assumptions, and conduct both statistical and thematic assessments of all SAE 
estimates produced. 
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MEASUREMENT OF ABSOLUTE POVERTY IN ITALY:  

AN EMPIRICAL ANALYSIS1 
 

Valeria De Martino, Livia Celardo 

 

 

 

 
Abstract. Absolute poverty is a socio-economic measure based on the monetary evaluation 

of a basket of goods and services, considered essential to avoid serious forms of social 

exclusion. Absolute poverty has been estimated in Italy since 2005 by the Italian Institute of 

Statistics, with reference to household consumption, using data from the Household Budget 

Survey (HBS), comparing the expenditure of Italian households with the absolute poverty 

thresholds. The reference unit is the household, considered in relation to the characteristics 

of the individual components, their specific needs (nutritional, for instance) and any scale or 

forms of savings that can be achieved when the family composition varies. Essential needs 

have been identified in adequate nutrition, in the availability of a dwelling - equipped with 

necessary goods and services according to the needs of the household - and in the minimum 

necessary to dress, communicate, get informed, move in the territory, educate and maintain 

good health. Consequently, the basket is composed of three macro components - food, 

housing, residual - whose monetary valuation was not carried out at the absolute minimum 

price, but at the minimum price accessible to all households taking into account the different 

distribution channels. The monetary value of the total basket was obtained from direct sum 

of the various components and corresponds to the household absolute poverty threshold. 

Monthly expenditure used to purchase goods and services exclusively devoted to meet the 

households needs (including presents purchased), is compared with the value of the poverty 

threshold, in order to classify a household as absolutely poor or non-poor. After a 

methodological revision in 2022, the poverty threshold is now defined by the combination of 

the household type, the region and the municipality of residence. As a consequence, it is 

possible to identify as many absolute poverty lines as many combinations exist between the 

elements mentioned before. The methodology revision has allowed the release of more 

punctual data, capturing the heterogeneity of the expenditure for the different household 

types in the different areas/territories of the Country. Then, in this paper we briefly show the 

main changes in the methodology for the measurement of absolute poverty and we present 

some descriptive analysis on the poverty thresholds calculated for the period of 2014-2022. 

 

                                                      
1 All authors contributed to the study conception and design, and the paper is the result of the common work of the 

authors. In particular, Livia Celardo has written Sections 3, Valeria De Martino has written Sections 2. Section 1 

and 4 are the result of common work of the authors. All authors have read and approved the final manuscript. 
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1. Introduction 
 

There are many ways to define and measure poverty, but with few exceptions the 

empirical basis for poverty comparisons is statistical, employing point estimates of 

relevant poverty measures, generally derived from household survey data (Simler 

and Arndt, 2007). The last 50 years has seen great progresses in the production and 

availability of such data for developing countries, thanks to the efforts of National 

Statistics Institutions (NSIs) and the support of the international development 

agencies (Chen and Ravallion, 2007). 

One of the primary studies on poverty was done by Rowntree (1901), who defined 

households as being in primary poverty if their total earnings were insufficient to 

obtain the minimum necessities of merely physical efficiency. He estimated the 

minimum costs for food, rent, clothing, fuel and sundries that would satisfy the 

minimum needs of families of different sizes (Ringen, 1988). Therefore, a poverty 

line identifies the society’s minimum standard of living to which everybody should 
be entitled (Laderchi et al., 2003). Following that, a household is classified as poor 

if its members cannot afford this minimum. There are two main approaches for 

measuring poverty (Carbonaro, 1993). The first one is the relative approach, which 

defines the poverty line in relation to the average standard of living experienced by 

a society (Beycan, 2023). Therefore, the relative approach captures a form of “social 
inclusion”, whose cost in terms of consumption increases with standards of living 
(thus, the value associated to a relative poverty threshold is larger in richer societies). 

The second approach is known as the absolute approach. This approach captures 

basic needs satisfaction, so then an absolute poverty line has a fixed threshold in the 

space of consumption (Klasen, 2016). Following this point of view, the poverty line 

should be adjusted for individual circumstances – the age for instance, so that all the 

individuals on the poverty line have the same standard of living. The absolute 

approach to measuring poverty also implies that the real poverty line (which is the 

result of the monetarisation of the basket of reference goods and services) is fixed 

over time. The poverty line should only change over time because of changes in 

prices (Son and Kakwani, 2009). This property implies that the poverty line should 

be adjusted over time by means of the true cost of living index, so the observed 

differences in the poverty line measure the real change in the poverty line. 

Traditionally, absolute poverty has been estimated in developing countries 

(Ravallion, 2016), but even in economically advanced countries there is a non-

negligible share of the population that is unable to achieve standards of living that 

are considered socially acceptable (Aprea et al., 2023).  Considering the European 

context, Italy is the only country that calculates official statistics on absolute poverty. 

The Italian Institute of Statistics (Istat, hereafter) releases estimates of household 

absolute poverty, defined with reference to household consumption using the 
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Household Budget Survey (HBS, hereafter). Also individual measures of absolute 

poverty are released, through the use of savings/non-savings coefficients included in 

the calculation of the thresholds, taking into account households of different sizes 

and allowing comparison between household expenditures and the thresholds. 

Poverty measures are usually identified as household-based indicators, mainly 

because government and organizations often prefer family-based measures since 

they capture shared living arrangements, while individual measures are more useful 

for the analysis of specific populations, such as children, elderly people or single 

individuals. 

The methodology developed by Istat from 2005 to evaluate the absolute poverty 

indicator (Freguja et al., 2007; Istat, 2009; Cutillo et al., 2022) is based on the 

standard budget approach, where poverty thresholds correspond to a basket of goods 

and services considered essential to avoid serious forms of social exclusion. 

The inclusion process of the absolute poverty estimation in Istat started in 1996, 

when there was a need to combine relative poverty indicators with a methodology 

based on absolute poverty; through a working group of academic experts on poverty 

issues composed of Istat researchers and members of the Commission of Inquiry on 

poverty and marginalisation, a first methodology has been developed (Commissione 

di indagine sulla povertà e sull’emarginazione, 1998). This methodology was mainly 

based on the definition of a set of essential needs and the availability of minimum 

resources to enable the acquisition of such assets. 

In later studies conducted by Istat, some limitations of the methodology used 

were highlighted, which imposed a subsequent revision, also due to regulatory 

changes related to the provision of goods and services and the spread of new 

lifestyles. For this reason, Istat has set up a Study Committee composed of experts 

on poverty themes to evaluate the composition of a basket of essential goods and 

services, reviewing and modifying the previous approach. Adjustments and changes 

were made focusing on goods and services that were considered essential to avoid 

serious forms of social exclusion in the reference context. At the same time, the 

production of estimates has been suspended since 2003, while from 2005 absolute 

poverty indicators based on this new methodology have been produced again (Istat, 

2009).  

Then, in 2021 a National Inter-institutional Study Commission was established, 

chaired by the President of Istat, with the participation of representatives of the 

University, the Bank of Italy and experts from various government bodies, to revise 

and update the methodology for estimating absolute poverty. 

The Committee validated the overall methodological framework (in terms of 

main theoretical assumptions and basket components), but at the same time taking 

into account innovations introduced in the HBS in 2022 (that is, the most recent 
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version of COICOP2 2018 classification and the new populations released on the 

basis of the results of the Istat Permanent Population Census). Moreover, the 

Commission introduced some methodological changes in the estimation of the three 

sub-components of the reference basket (i.e., food, housing, residual), in the annual 

revaluation of the basket, promoting the use of new available data sources in the 

estimating methodology. 

Then, in this paper we firstly show the main changes occurred in the calculation 

of the absolute poverty threshold, and then we present an application of the updated 

methodology to a specific household type (i.e., two adults and two children). 

 

 

2. Methodology 

 

The main changes implemented in the revision of the absolute poverty estimation 

concerned all the sub-components of the reference poverty basket. There are three 

main components of the reference basket (food, housing and residual), which can be 

further specified through sub-components. Regarding the food component, the main 

revision applied concerns the number of food items considered. This number was 

increased to 96 types of items (instead of 34 of the previous version) to be more 

closely aligned with the population's daily diet and in accordance with the 

recommendations of the Healthy Eating Guidelines. Food items were selected using 

data from the latest national survey on food consumption conducted by  the Council 

for Agricultural Research and Economics (CREA - IV SCAI 2017-2020 study), 

which involved a sample ranging from 3 months to 74 years of age. The quantities 

in grams of each food item was reshaped following the new nutritional principles, 

resulting in a balance of nutrients. The age groups considered in the calculation of 

the appropriate food diets were incremented to seven (from 0 to 3 years, from 4 to 

10, from 11 to 17, from 18 to 29, from 30 to 59, from 60 to 74, 75 years old and 

over) and the minimum price for each food item considered have been calculated by 

means of the consumer price survey, following for fresh food mainly the traditional 

part of the CPI (Consumer Price Index) survey and for other foods by exploiting the 

data source of data scanners that offered a wide variety of detailed information at 

regional level.  

In order to take into account household composition directly related to 

consumption, the final value of the household food component is obtained by 

applying to the value of the additive food component specific multiplicative 

coefficients that synthesize the effect of the forms of savings/not savings when 

                                                      
2 The objective of the Classification of Individual Consumption According to Purpose (COICOP) is to provide an 

international reference framework for grouping household consumption expenditures on goods and services within 

homogeneous categories.  
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purchasing. The general system followed for the calculation of savings is similar to 

the one adopted for the previous version, but in this case the phenomenon has been 

studied more in depth. The coefficients have been reformulated through the 

processing of HBS data, taking advantage of the availability of a wider database. 

These coefficients have a specific weight for both the food and the residual 

components.  

The housing sub-component is divided into four main categories: rent, electrical 

energy, heating and durable goods. The rent sub-component main updates and 

changes concern the rent estimation, which is conducted exogenously through an 

external census database (the Real Estate Lease Database - the database of all the 

rental contracts provided by the Italian Tax Office). The rent is calculated as the 

median value of the cells obtained through stratification given by region, type of 

municipality and size class of the dwelling.  

Electrical energy component includes expenditures on hot water production and 

cooking gas (considered with heating in 2005); the value has been estimated through 

a model for the reference year of 2019 on HBS data, so that the new estimate is no 

longer exogenous. The model is calculated excluding households with high electrical 

energy expenditure identified by the possession of energy-intensive household 

appliances. 

For the heating component, the Bank of Italy's methodology for calculating 

energy poverty was utilized. The estimates were made using the unit heating demand 

for several types of buildings, classified according to climate zone, construction 

period and type (from the database Research on the Energy System), and the value 

was obtained applying unit prices from the integrated database Istat-Regulatory 

Authority for Energy, Networks and Environment.  

For durable goods, the list of goods was updated and reference was made to the 

minimum price applied at the level of four geographical breakdowns. 

The residual component aims to estimate the minimum necessary «to furnish and 

maintain housing, dress, communicate, inform oneself, move about the area, educate 

oneself and maintain good health» (Istat, 2009), taking account of the needs and 

behaviour of households without defining the specific quantities. The monetary 

value of the residual component is obtained from a food basket adjusted for the effect 

of the forms of saving/not saving when buying only for a share corresponding to the 

weight, in the residual basket itself, of the non-durable goods (excluding health 

products, medical self-diagnosis devices and water supply). 

These major changes in all components of the basket have led to an improvement 

in the detail of the calculation of the thresholds for each household type; they can be 

calculated at regional level and they allow a better representation of the phenomenon 

in the different areas of the Country. According to the new estimation methodology, 

the absolute poverty thresholds range by size (number) and composition (age group) 
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of the household (as it was in the past), region of residence (it was by geographical 

areas in the 2005 methodology) and demographic size of the municipality of 

residence (as it was in the past). 

Poverty measurement is then based on a comparison of resources to needs. A 

family is identified poor when his monthly expenditure is equal to or less than the 

value of the absolute poverty threshold. An individual is poor if belongs to an 

absolute poor household. 

Since 2022, all the components of the absolute poverty basket are annually 

revaluated using specific consumer price indices calculated mainly at regional level, 

and the revalorization of all the basket components is carried out every 5 years. 

Defining absolute poverty thresholds predominantly exogenous (i.e., calculated 

using data sources outside the HBS) had the great advantage of bringing to 26.9% 

the proportion of endogenous source of the average threshold, against 61.1% of the 

methodology used in the past. By using alternative data sources it was possible to 

limit potential distortions related to survey data.   

 

 

3. Results 
 

After the methodological revision of the absolute poverty estimation, the poverty 

threshold is now defined as the combination of the household type, the region and 

the municipality of residence. The methodology revision has allowed the release of 

more punctual data, capturing the heterogeneity of the expenditure for the different 

household types in the different areas/territories of Italy. 

As a consequence, the availability of a larger number of absolute poverty 

thresholds brought with it a high variability of thresholds; the same family type with 

a certain average monthly expenditure can be classified as poor in one region and 

non-poor in another. The same applies to municipalities in the same region, but of 

different sizes. 

In order to show, with a practical example, the huge heterogeneity of the poverty 

thresholds, in this section we show a descriptive analysis of the absolute poverty 

threshold referred to a specific type of household (couple of two adults aged 30-59, 

one child aged 4-10 and one child aged 11-17).  

Overall, couples with two children resident in Italy are almost 3.4 million and 

represent 12.8% of all household types. The households of this type that fall under 

the condition of absolute poverty are over 361 thousand, registering an absolute 

poverty rate of 10.7% at national level, with higher values in the Southern regions 

(13.8%) and lower values in the North-East of the country (8.2%). 



Rivista Italiana di Economia Demografia e Statistica 149 

 

In order to show the informative value of the new poverty thresholds, on this 

specific type of household we have analyzed how poverty line changes in time and 

space.  

If we look at the time variation of the thresholds for this specific household type 

for all the Italian regions, we observe that from 2014 to 2021 they have slightly 

grown, while in 2022 it has been observed a significant increase in all the Italian 

regions, mainly due to an increase in inflation (Figure 1). Looking at the distance 

between the maximum and the minimum poverty line, from the figure it is possible 

to observe that over the time this gap has slightly increased (moving from around 

660 in 2014 to 730 euro in 2022). Overall, for the family type here considered, each 

year from 2014 to 2022 the minimum threshold has been observed in small 

municipalities of Basilicata, while the maximum poverty line has been identified in 

the metropolitan areas of Lombardia, meaning that over the time Basilicata has 

remained the area where living costs are lowest, while the metropolitan area of 

Lombardia – Milan, for instance – is still the area where families need much more 

budgetary resources to spend in order not to fall below the poverty line. 

 

Figure 1  Minimum and maximum absolute poverty thresholds (2014-2022) for the 

reference household, by year. 

 
Source: Household Budget Survey (HBS) - ISTAT. 

 

We have then observed the territorial variation of the poverty thresholds, fixing 

2022 as the reference year (Figure 2). The distribution of the absolute poverty 
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thresholds for the family type here considered, in 2022 shows that on average the 

metropolitan areas have the highest thresholds while small municipalities have the 

lowest. This means that living in a bigger municipality increase, on average, the 

living costs of the household, so then they need more resources in comparison to 

families living in a more “rural” or “peri-urban” context. Liguria is the only case 

where poverty thresholds are lower in metropolitan areas than in small and medium 

size municipalities. Looking at the sub-components of the poverty threshold in 

Liguria region, differently from the other regions, there are two main categories for 

which the costs are lower in the metropolitan areas than in smaller municipalities: 

rent and energy sub-components. In fact, in 2022, the rent and the energy sub-

components are both almost 40 euros less in metropolitan areas than in smaller 

municipalities. Concerning the rent component, in particular, one of the factor that 

influence rents in the smaller municipalities of this region is the tourist vocation. In 

fact, in Liguria region there are many small cities along the coastline where the 

number of arrivals per year is high, increasing the cost of rents in these locations.  

 
Figure 2  Absolute poverty thresholds (2022) for the reference household, by region and 

municipality size. 

 
Source: Household Budget Survey (HBS) - ISTAT. 
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ratio between the observed threshold and the global minimum poverty threshold (in 

this case, the threshold of small size municipalities in Basilicata), aiming at 

comparing the living cost in the different regions with reference to the lowest poverty 

line in the Country. The minimum poverty threshold is then equal to 1 and all the 

other threshold are related to this value. As it can be seen from Figure 3, considering 

only small municipalities, the highest threshold is observed for Trentino-Alto Adige 

region (more than 1.4 times the minimum poverty line). On the other hand, the 

maximum poverty threshold observed (metropolitan areas in Lombardia) is almost 

1.6 times over the minimum poverty threshold. 

 
Figure 3  Absolute poverty thresholds (2022) for the reference household, by region and 

municipality size. Lowest among regions and municipality size has been used as 

reference value (index=1). 

 
Source: Household Budget Survey (HBS) - ISTAT. 

The second index number have been constructed by using for each region the 

threshold of the small municipality as the reference unit (index=100). Figure 4 

shows, for each region, the distance between small/large municipality and the 

metropolitan area. As shown in the graph, the largest distance is observed for 
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metropolitan area is almost 300 euro higher than in the small municipality. Similarly, 
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living in the metropolitan area is less expensive than living in small municipalities, 

the lowest distances where observed in Piemonte and Sicilia regions, where the 

difference between small and larger municipalities is around 50 euro.  

Figure 4  Absolute poverty thresholds (2022) for the reference household, by region and 

municipality size. Lowest within each region has been used as reference value 

(index=100). 

 
Source: Household Budget Survey (HBS) - ISTAT. 
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in the North of Italy have, on average, a higher threshold), but also between 

municipalities of different size in the same region.  

For the family type here considered, the metropolitan areas of Lombardia (e.g., 

Milan) result as the territories where the poverty threshold is highest, for all the years 

considered (2014-2022), while Basilicata (small size municipalities) resulted the 

lowest. For a generalization of this trend, the evidences shown in the previous 

paragraph should be verified for other household type; in general, Northern areas are 

more likely to reveal higher living costs, resulting in higher poverty lines. The same 

trend is observed for larger municipalities and metropolitan areas.  

The deep analysis of the poverty lines for different households and for different 

areas of the Country allows a better understanding of the living costs of the Italian 

families and also a more punctual planning of the social policies.    
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FIGHTING GENDER INEQUALITIES: ISTAT’S EXPERIENCE 1 
 

Sara Demofonti, Simona Pace, Sabrina Pifferi 
 
 
 
 
 

Abstract. Istat has long demonstrated a keen sensitivity to the issue of gender equality and 
promoted, in a pioneering way, the conduction of surveys, studies and research aimed at a 
greater knowledge and dissemination of data on gender equality, useful for guiding policies 
to promote equality. As of 2024, the Institute has a Gender Equality Plan covering for 2024-
2026 and a Gender Budget 2022. Their introduction, in the more general set of planning and 
reporting tools adopted by the Institute, is in accordance with the Horizon Europe strategy, 
which considers Gender Equality Plans a tool recognized and supported by the European 
Commission for gender rebalancing among the staff of research institutions and by the Fourth 
Conference World Conference of Women in Beijing in 1995, and later in the EU context with 
the European Parliament resolution of July 3, 2003, which identify the construction of public 
budgets according to the gender perspective as a functional action for the dissemination of 
greater accountability and commitment of administrations to equality. Finally, an additional 
tool aimed at reducing inequality should be mentioned: the Plan of Positive Actions drafted 
by the Comitato Unico di Garanzia which constitutes, as of the 2022 edition, an integral part 
of the Integrated Plan of Activities and Organization. 
 
 
1. Istat and gender inequalities 

 
Istat's commitment to contrasting gender inequality has very deep roots and has 

been evident especially through the production of gender statistics related to all 
major socio-economic phenomena. 

Convinced that reducing gender inequality requires data that adequately orient 
policy makers, Istat has, over the years, not only ensured the gender disaggregation 
of all the most relevant information, but has also enriched the range of official 
statistics with the production of data related to areas and phenomena in which 
inequalities are more deeply rooted or manifest themselves in a more obvious way. 
Just to name the most recent examples, think of statistics on issues such as 

                                                      
1 This article is the joint work of the authors, however paragraphs 1, 2 and 3 are written by Sara 
Demofonti, paragraphs 2.1, 2.2 and 5 by Simona Pace, paragraph 4 is written by Sabrina Pifferi. 
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employment discrimination against LGBT+ people2, violence against women3, 
discrimination4, and women entrepreneurs5. 

Statistical data, those collected, processed, analyzed and disseminated by Istat, 
that describe Italy as a country in which women are on average better educated than 
men and more unlikely to drop out of school, but they still register very low 
employment rates and when they do participate in the world of work they are 
protagonists of more discontinuous careers with lower salaries because of the fewer 
opportunities to access high-level positions6. A country, Italy again, which, 
according to the Global Gender Report 20247, ranks 87th, among the 146 countries 
analysed, for gender differences. 

Istat's commitment was also made evident at the international level through its 
contribution to the drafting of guidelines on the measurement of violence against 
women or on classifications on the time use, or even for the definition of a Minimum 
set of gender indicators agreed by the United Nations Statistical Commission in 2013 
and then continued through the provision of useful indicators from the perspective 
of sustainable development to measure the achievement of Goal 5 of Agenda 2030, 
concerning precisely gender equality. 

Alongside the production of gender statistics, Istat has recently devoted itself to 
the definition of other tools that also contribute to the reduction of gender inequality 
such as the Gender Equality Plan (GEP), the Positive Action Plan and the Gender 
Budgeting. 

 
 

2. Gender Equality Plan 

 
Istat's Gender Equality Plan (GEP), the first edition of which covering the three-

year period 2024-2026 was approved by the Istat Council in March 2024, is part of 
the more general set of planning tools adopted by the Institute and is in line with the 
European Union's strategy for gender equality8, which fulfils the von der Leyen 
Commission's commitment to a Union of Equality. The strategy set the strategic 

                                                      
2 https://www.istat.it/produzione-editoriale/discriminazioni-lavorative-nei-confronti-delle-persone-
lgbt-e-le-diversity-policy/ 
3 https://www.istat.it/comunicato-stampa/le-case-rifugio-e-le-strutture-residenziali-non-specializzate-
per-le-vittime-di-violenza-anno-2022/ , https://www.istat.it/tag/genere/ 
4 https://www.istat.it/produzione-editoriale/indagine-sulle-discriminazioni-dalla-rilevazione-2011-
alla-sperimentazione-2022/ 
5 https://www.istat.it/comunicato-stampa/donne-imprenditrici-piu-giovani-e-piu-istruite/ 
6 https://www.istat.it/it/files/2017/10/A-Audizione-parit%C3%A0-di-genere-25-ottobre_definitivo.pdf 
7 https://www3.weforum.org/docs/WEF_GGGR_2024.pdf 
8 https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52020DC0152 

https://www.istat.it/comunicato-stampa/le-case-rifugio-e-le-strutture-residenziali-non-specializzate-per-le-vittime-di-violenza-anno-2022/
https://www.istat.it/comunicato-stampa/le-case-rifugio-e-le-strutture-residenziali-non-specializzate-per-le-vittime-di-violenza-anno-2022/
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goals and actions needed to produce significant progress by 2025 towards a gender-
equal Europe, and guidelines for drafting the Plans were issued in September 2021.  

The European Commission has also ruled that European public institutions that 
want to access funding from the Horizon Europe and PNRR (National Recovery and 
Resilience Plan) programmes must have a GEP. 

This document, which therefore fits into the context described so far, also 
represents a form of performance implementation, for the purposes of optimising the 
productivity of public work and the efficiency and transparency of Public 
Administrations. 

The method adopted at Istat for drafting the GEP, after an initial phase of analysis 
of the peculiarities of the organisational context, made it possible to outline the areas 
of intervention. In the planning phase, the objectives to be achieved and the actions 
and measures to be adopted were established, as well as the indicators necessary to 
monitor the progress of the actions envisaged in the Plan, the time frames for their 
implementation and the assignment of the responsibilities.  

A number of concrete measures were then defined aimed at promoting a culture 
of equality and inclusion in respect of diversity and in the constant fight against all 
forms of discrimination determined by age, gender, ethnic origin, sexual orientation, 
religion, political position, disability conditions, through actions and tools capable 
of enhancing differences. It is on the basis of these coordinates that the in-depth 
studies in the document, drawn up by reading and analysing the available data, have 
been based. In particular, account was taken of the results of the survey on agile work 
in the public administration promoted by Politecnico di Milano and of the results of 
a survey conducted within the Institute and completed by more than half of Istat staff 
in March 2022. The information reported in Istat's main strategic planning 
documents, as well as in the Positive Action Plan and the Annual Report drawn up 
by the Comitato Unico di Garanzia was analysed. In addition, the first results 
concerning smart working that emerged from the survey on organisational wellbeing 
and the phenomenon of mobbing were used, as well as those concerning the home-
work mobility habits of Istat employees. Finally, use was made of the knowledge 
offered by the personnel information internal system for a number of specific 
analyses on the behaviour and habits of internal staff in terms of attendance/absence, 
working hours, use of leave/permissions and other work-life balance tools.  

 

 

2.1 The structure of GEP 

 
The document, which is the result of collegial work within a dedicated 

interdepartmental working group, is structured in the following thematic areas: 
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Table 1 – Gender equality plan’s areas 

 
Thematic area Description 

1. Work-life balance and 
inclusive corporate culture 

Refers to creating an environment that supports employees in 
balancing their professional and personal lives, while 
fostering a culture of gender equality 

2. Gender equality in 
leadership and 
organisational decision-
making processes 

This area focuses on ensuring equal representation of all 
genders in leadership positions and decision-making 
processes. It includes strategies to promote women's 
advancement to senior roles, setting targets for gender 
balance in committees and boards, and implementing 
transparent promotion processes. 

3. Gender equality in 
recruitment processes and 
career advancement 

This area refers to hiring, promoting, and developing 
employees. It involves implementing gender-neutral job 
descriptions equal pay policies, and mentoring programs to 
support career advancement for underrepresented genders. 

4. Inclusion of gender issues 
within research and 
training programmes 

This area aims to incorporate gender perspectives into 
academic curricula and research methodologies. It includes 
promoting gender-related studies, ensuring gender balance 
in research teams, and considering gender aspects in 
research design and analysis. 

5. Measures against gender-
based violence in the 
workplace 

This theme focuses on preventing and addressing all forms of 
gender-based violence and harassment in the workplace or 
academic environment. It involves creating clear policies, 
establishing reporting mechanisms, providing support for 
victims, and conducting awareness training. 

 
The document provides, for each thematic area, the presentation of the context of 

reference and followed by a list of objectives to be achieved and concrete actions to 
be implemented in order to promote the culture of equality and inclusion. In addition, 
it identifies the institutional and operational responsible persons, the timeframe for 
the implementation of the actions and the result indicators. It concludes with a 
chapter dedicated to the impact assessment of the plan, in which the areas and 
methods for the verification and monitoring of the measures implemented are 
described. 

 
 
2.2 Gender equality in leadership and decision-making within the organisation 

 
In order to conduct an initial assessment of the issue of gender equality in 

leadership and decision-making processes at our institute, the positions of President, 
General Manager, Head of Department, Director and Head of Division as at July 
2024 were considered. The institute can demonstrate a significantly high proportion 
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of female employees (approximately 60%, rising to almost 66% when researchers 
and technologists are included). However, an analysis of leadership positions reveals 
a different picture (figure 1). Female heads of divisions account for 60.8%, compared 
to 64.8% of women at the first and second professional level (i.e. the levels that can 
apply for the position of head of division). 

Furthermore, the situation is even more disadvantageous for women regarding to 
the upper positions (directors, heads of department and general manager), where 
women account for only 47.4% of the total, compared to 59.2% of the potential 
eligible candidates. Additionally, throughout the history of the Institute, no female 
president has ever been appointed.  

 
Figure 1  Heads of divisions and upper positions (percentage of female- potential and 

appointed). 

 
Source: Istat, Our elaborations on Personnel Information System 

 
The following table 2 summarises the objectives and hypothesised actions. They 

represent a tangible pathway to promote gender equality and create the conditions to 
remove a series of cultural and psychological barriers that still hinder gender balance. 

The first objective aims to build a stable infrastructure to support the study and 
monitoring of gender issues. This will be achieved through the establishment of an 
observatory on gender equality, which will ensure a consistent examination of issues 
pertaining to the Gender Equality Plan within the Institute and externally with other 
stakeholders in the research community. 

Furthermore, a roadmap will be established to facilitate the attainment of 
certification by an accredited certifying body (UNI/PdR 125:2022). In addition to 
enhancing the Institute's reputational image, gender equality certification will 
facilitate access to bonuses for organisations participating in Italian and European 
calls for proposals.  
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Table 2  Objectives and actions. 

Objective Action 

1. Strengthen governance on 
gender equality in leadership 
and normative compliance 

Establish an interdepartmental Committee 

Implement the Gender Equality Management System, 
according to the UNI PdR 125:2022 practice, for its subsequent 
certification 

2. Building a gender-sensitive 
information framework on 
upper positions and decision-
making bodies 

Building a database on the composition of governing bodies 

Analysis of gender gaps in top positions and decision-making 
bodies 

Annual reporting of leadership data 

3. Enhancement of gender 
diversity in organisational 
culture and practices 

Designing internal mentoring paths 

Organisation of thematic events and inter-institutional round 
tables for persons with organisational/management 
responsibilities and the entire staff for sharing the culture of 
gender leadership 

 
The information on top positions used for context analyses is generally lacking 

and is partly dispersed in different systems. It is therefore necessary to collect and 
integrate data concerning the composition of the Institute's governing bodies, 
management positions and other roles of responsibility within its committees and 
bodies. The second objective aims at building a database where this information are 
collected from a gender perspective and stored. This database is based on the 
principles of re-use of available information and reconstructs historical data series, 
thereby ensuring the availability of constantly updated data.  

This approach will facilitate the development of targeted indicators and the 
production of regular reports on gender balance in leadership and decision-making 
processes. These reports will enable the assessment of the impact of current actions 
and the identification of further interventions aimed at reducing gender inequalities. 

The third objective is concerned with the enhancement of gender diversity in 
organisational culture and practices. For instance, mentoring programmes will be 
introduced to facilitate career progression, events designed to enhance staff 
awareness of gender equality concerns in decision-making and management 
processes, and the creation of Working Groups dedicated to specific topics on gender 
leadership culture. 
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3. Positive Action Plan 

 
Another important tool useful to contrast gender inequality, which Istat has had 

for some time, drafted by the Comitato Unico di Garanzia and from 2021, in 
compliance with current legislation, becoming an integral part of the Institute's 
Integrated Plan of Activities and Organisation9, is the Positive Action Plan.  

The document is divided into four areas of intervention as follows:  
- organisational wellbeing; 
- inclusion, work participation and combating phenomena of discrimination and 

mobbing; 
- communication, training and professional development; 
- reconciliation of work and life times. 

The Plan, to which we refer you for further details, envisages ten actions to be 
implemented over the three-year reference period 2024-2026. 

 

 

4. Gender budgeting 

 
Gender budgeting is a useful tool for suggesting objectives and actions, and for 

ensuring that financial resources are distributed in a way that supports the goals of 
the gender plan. It analyses and evaluates, with a gender perspective, the 
administration’s political choices and economic-financial commitments. Despite the 
presence of gender budgeting experiments at the national level as early as 1980s, 
five years after the Beijing Conference, the United Nations General Assembly, 
through an analysis of national reports on the implementation of the platform, found 
that there had not been significant progress in terms of women's empowerment. 
Therefore, it officially recognizes gender budgeting as a useful tool to combat 
inequalities: “73 (b) Incorporate a gender perspective into the design, development, 

adoption and execution of all budgetary processes, as appropriate, in order to 

promote equitable, effective and appropriate resource allocation and establish 

adequate budgetary allocations to support gender equality and development 

programmes that enhance women's empowerment and develop the necessary 

analytical and methodological tools and mechanisms for monitoring and 

evaluation"10. 
Gender budgeting’s implementation at the state level integrates gender issues into 

government policies, develops greater institutional accountability and a tangible 

                                                      
9 https://www.istat.it/storage/trasparenza/06-performance/piao-2024-2026/PIAO%202024-2026.pdf . 
See pages 53-56 
10 November 16, 2000. S-23/3. Further actions and initiatives to implement the Beijing Declaration and 
Platform for Action. Available online: https://www.un.org/womenwatch/daw/followup/ress233e.pdf 

https://www.istat.it/storage/trasparenza/06-performance/piao-2024-2026/PIAO%202024-2026.pdf


162 Volume LXXIX n.3 Luglio-Settembre 2025 

 
commitment of governments towards gender equality through targeted allocation of 
financial resources. Budget is not gender-neutral: decisions on revenues and 
expenditures have different impacts on men and women, ignoring these differences 
constitutes a gender blindness (Elson, 1999). The budget is a tool reflecting the 
existing distribution of power in society. Gender budgeting is a practice that aims to 
reduce gender inequalities, assess how public policies affect women and men 
differently. It helps governments understand and address the different ways their 
decisions impact people based on their gender, especially when adopting a 
multidimensional perspective that takes into account both monetary and non-
monetary aspects of well-being (Guerra and Romano, 2020). Australia was the first 
country that introduce gender budgeting at the national level, in the early 1980s. The 
australian experience allowed for the development of greater awareness of the 
impacts that gender had on the state budget and its monetary policies, and a greater 
responsibility of the government with respect to the commitments made to ensure 
gender equality (Sharp and Broomhill 2002). Later, other countries have promoted 
and used this tool: South Africa, Canada, Great Britain, France, Israel, Switzerland, 
Norway, Sweden, and Denmark. 

Within the European Union, economic needs drove reflection on gender. The 
European single market, with the Treaty of Rome in 1957, puts the issue of equal 
pay at the center. Over the years, measures extended and intensified, with the aim of 
promoting social change and bridging inequalities. Several resolutions (2003, 2019, 
and 2021) mark the path towards the European Strategy for Gender Equality 2020-
2025, presented in 2020. The strategy contains actions to achieve traditional 
objectives in terms of gender balance, including the integration of the gender 
dimension into the entire framework. To counter the multiple dimensions of 
discrimination against women, which the pandemic has helped to highlight, the 
Government announced in the PNRR the adoption of a National Strategy for Gender 
Equality 2021-2026. Its objective is to achieve, by 2026, a five-point increase in the 
Gender Equality Index ranking. The Strategy outlines individual measures, including 
crosscutting ones that the Government must implement to achieve the objectives. 
Among the measures are the promotion of gender mainstreaming and gender 
budgeting, and the enhancement of official statistics. 

In Italy, state level gender budgeting arrives after years of experimentation at 
local and regional levels. Starting from 2001, some regions and local entities, 
implementing the guidelines that emerged during the 1995 Beijing World 
Conference on Women, initiated experiments on gender budgeting in the absence of 
a national coordinating regulatory framework (Guerra and Romano 2020). The first 
regional experience with gender budgeting occurred in 2001 with the Emilia 
Romagna region, followed by the municipality and province of Modena. From 2002 
to 2018, there was an increase in the production of gender budgets at the territorial 
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level, but also at the university level with the publication in 2019 of the Guidelines 
of the Conference of Italian University Rectors (CRUI) for drafting gender budgets11. 

With the 2016 financial year, the reform of the State Budget12 aims to make public 
policies related to gender more transparent and to assess the different impact that 
budget policy has on women and men, starting from the assumption that women and 
men experience different economic situations, have distinct individual needs, and 
use services differently. The State's Gender Budget, produced at the end of the fiscal 
year, in addition to highlighting the financial commitment in terms of resources 
aimed at reducing gender gaps, also provides updates on the characteristics of the 
reference population through the analysis of a data set of gender disaggregated 
indicators. Through this tool, it is possible to compare actual results with initial 
forecasts, offering a basis for analyzing organizational dynamics and management 
choices, as well as providing elements to understand the social and economic impact 
of implemented policies. 

Gender Equality Plans cannot reach their full potential if they are not 
implemented in parallel with gender budgeting which incorporates a gender 
perspective at all levels of the budget process in order to promote gender equality 
(Addabbo, Badalassi and Canali, 2021). 

It is important applying gender perspective to every phase of the performance 
cycle of Public Administrations. The Annual Performance Report's guidelines, 
issued by the Department of Public Function in November 201813, requires that the 
gender balance be included to highlight the different impact of administrative 
policies on gender diversity. A gender perspective, within the performance cycle, is 
therefore an analytical process developed in close connection with the PdG. It 
increases in attention and interest in issues of gender equality (Addabbo, Badalassi 
and Canali, 2021).  The Directive no. 2 of 201914, provides that administrations 
annually submit to the Comitato Unico di Garanzia (CUG) a quantitative and 
qualitative analysis of personnel, salaries and actions carried out, with a distinction 
by gender. These reports must include the analysis of personnel by gender, the 
indication of average salaries broken down by gender, the description of the actions 
implemented and planned, and the gender budget of the administration. 

                                                      
11 Guidelines for Gender Budgeting in Italian Universities, 2019. Available online: 
https://www2.crui.it/crui/Linee_Guida_Bilancio_di_Genere_negli_Atenei_italiani.pdf 
12 Legislative Decree, May 12, 2016, n. 90. Completion of the reform of the structure of the State 
budget, implementing article 38-septies 
13 Guidelines for drafting the annual performance report, Public Function, 2018. Available online: 
https://performance.gov.it/system/files/LineeGuidaeRifNorm/LG-
Relazione_28_novembre_2018_.pdf 
14 Directive 2, 2019. Measures to promote equal opportunities and strengthen the role of the Single 
Guarantee Committees in public administrations. Available online: 
https://www.funzionepubblica.gov.it/sites/funzionepubblica.gov.it/files/Direttiva_n_2.pdf 

https://www2.crui.it/crui/Linee_Guida_Bilancio_di_Genere_negli_Atenei_italiani.pdf
https://performance.gov.it/system/files/LineeGuidaeRifNorm/LG-Relazione_28_novembre_2018_.pdf
https://performance.gov.it/system/files/LineeGuidaeRifNorm/LG-Relazione_28_novembre_2018_.pdf
https://www.funzionepubblica.gov.it/sites/funzionepubblica.gov.it/files/Direttiva_n_2.pdf
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In 2022 financial year, Istat adopted State Gender Budget's structure as model. 

Two factors guided the choice: to produce an exclusively financial document that 
did not overlap with other documents, the desire to provide insight into the gender-
related financial situation specific to public research bodies. In his, first gender 
budget, Istat choices the expenses to be analyzed both by strategic motivations that 
determined their relevance and by the availability of accounting data. 

Istat analysed the guidelines of Circular No. 22 of 202315, which provides detailed 
guidance for classifying expenses from a gender perspective. It divided expenses 
into categories: 

- Direct to reduce gender inequalities: relating to measures directly at reducing 
gender inequalities or promoting equal opportunities; 

- Gender-sensitive: relating to measures that have or could have an impact, 
even indirect, on inequalities between men and women; 

- Gender-neutral: relating to measures that have no direct or indirect impacts 
on gender; 

- Expenses to be further investigated: due to some of their characteristics, they 
should fall outside the perimeter of neutral expenses and,  

Regarding expenses aimed at reducing gender inequality, Istat examined the 
Institute's activities that promote equal opportunities through statistical production. 
Specifically, it focused on surveys that generate gender-related indicators, providing 
valuable information for policymakers. This approach helps in the understanding 
that statistical knowledge is more than just a neutral measurement tool; it serves as 
a powerful instrument for interpreting and transforming social realities. (Desrosières, 
1998). Data collection and analysis practices contribute to reproducing or modifying 
existing social structures. The costs’ analysis, associated with statistical surveys, 
reveals the social investment in the production of gender-sensitive knowledge. 
(Giddens, 1984). In the category of expenses aimed at reducing gender inequalities, 
Istat includes also Communication activities, reviewing gender-related work in this 
area. The goal is to quantify these communication expenses more precisely in future 
versions of the gender budget. Istat, through its communication practices, not only 
communicates statistical information but also actively contributes to the construction 
of social reality and the formation of public discourse on gender inequality. This 
function aligns with the concept of defining the situation, according to which the 
social perception of a phenomenon influences subsequent actions (Berger and 
Luckmann, 1966). Istat included expenses from institutional collaborations in 
costs’analysis, started gathering information on these expenses and plan to analyse 
them more thoroughly using accounting data in future gender budget reports. 
                                                      
15 Circular 22, May 16, 2023, Gender budget. Guidelines and launch of activities relating to the 2022 
general state statement. Available online: https://www.rgs.mef.gov.it/VERSION-
I/circolari/2023/circolare_n_22_2023/ 

https://www.rgs.mef.gov.it/VERSION-I/circolari/2023/circolare_n_22_2023/
https://www.rgs.mef.gov.it/VERSION-I/circolari/2023/circolare_n_22_2023/
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In this context, Istat acts as a key player with valuable resources in two areas: 

data and the technical expertise to process this data. Our partnerships with both 
public and private organizations demonstrate how we produce knowledge. These 
collaborations are interdisciplinary and focus on addressing real-world social issues. 
By producing statistical knowledge on gender issues, it is going beyond traditional 
institutional limits. It is building collaboration networks that reflect how complex 
today social challenges are. 

For gender sensitive expenses, Istat considered training and skills development 
activities because are essential for staff requalification and are an organizational 
investment. Another gender-sensitive data point relates to expenses for personnel 
traveling on behalf of the Institute in Italy or abroad. Gender analyses were 
conducted both from a financial point of view and in descriptive terms of the 
missions themselves (duration, destination, type). The expenses incurred for social-
assistance contributions paid to employees were also considered gender-sensitive. 
The system of welfare benefits was interpreted as an example of corporate welfare 
that fits into the broader social exchange between the institution and its employees. 

 
 

5. Conclusions 

 
The path to reducing gender inequality is long and winding. It consists of the 

many individual and collective actions to be taken in pursuit of equality. The role of 
public institutions is crucial to support this process and contribute to achieving the 
desired goals. 

The approach taken by ISTAT to address gender inequality is based on two main 
pillars: the production of data and the development of working tools. With regard to 
the latter, the definition of a plan for gender equality is one concrete and important 
step. The evaluation of its results is a complex process that requires the use of both 
quantitative and qualitative methods, as well as the involvement of women and all 
organisational components that are affected by the actions identified or that are 
called upon to implement them. It should be noted that, at Istat, this is an ongoing 
process, and the results obtained will be used to implement improvements to existing 
policies and the design of new targeted interventions. 

At the same time, the stakeholders will be able to rely on the vast wealth of data 
collected to gain a better understanding of the areas where gender differences are 
most likely to lurk and to guide decision-makers in the design of appropriate gender 
policies. 
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INTEGRATING ADMINISTRATIVE DATA WITH ISTAT 

SURVEYS FOR MUNICIPAL HOMELESSNESS RISK 

ASSESSMENT 

 
Angela Chieppa, Marija Mamolo 

 

 

 
Abstract. This study investigates the insights and analytical potential of integrating ISTAT 

data sources concerning the homeless population. The main goal is to derive new municipal 

classifications associated with different levels of expected homelessness rates, crucial for 

designing tailored sample surveys. Comprehensive direct enumeration of the homeless 

population is cost-intensive and often impractical, while accurate territorial indicators could 

guide surveys only in specific areas.  

The surveys sources considered are the National Survey on Homelessness in Italy (2011 and 

2014), annual surveys on residential socio-assistance facilities, the permanent census of non-

profit institutions, and annual surveys on administrative population registers. Furthermore, 

the Integrated Data Base of Usual Residents (AIDA) has been integrated, since the AIDA 

individual occurrences, known as Signs of Life (SoL), combine information from many 

administrative sources to enhance the analysis of specific population profiles. 

This paper begins with an introduction to the challenges of data collection on homelessness 

and the importance of integrating various data sources. It then reviews existing ISTAT 

surveys and administrative databases, detailing their possible role in estimating the homeless 

presence at municipal level. The methodology section describes the municipal dataset built 

to analyse integrated sources and the computation of 'risk' indicators that are supposed to be 

associated with homeless presence.  

Results highlight opportunities for improvement of data quality and implications for data 

collection and estimation. Future research goals include updated ad hoc surveys and the 

design of an information system for continuous monitoring of homelessness in Italy. 

 

1. Introduction 

The accurate and timely collection of data on the homeless population is crucial 

for effective policy development and targeted service provision. However, this task 

is challenging due to the transient nature of homelessness and the substantial costs 

and complexities associated with conducting ad hoc surveys. In 2010, with the 

closure of the European Year for Combating Poverty and Social Exclusion, the 

European Parliament called for an ambitious European strategy on homelessness. 

Since 2008, the Parliament has increasingly emphasized the need for standardized 

definitions and measurements of homelessness across Member States (Edgar et al., 

2007). Establishing precise and shared definitions and methods is essential to 
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accurately measure homelessness and capture its multifaceted nature (Leterme et al., 

2023). 

FEANTSA, the European Federation of National Organizations Working with 

the Homeless, has developed in 2005 a classification that serve as a crucial 

framework for understanding and measuring homelessness across Europe. The 

classification is called ETHOS, European Typology of Homelessness and Housing 

Exclusion (Amore et al., 2011). ETHOS encompasses various forms of 

homelessness, including rooflessness, and insecure or inadequate housing. ETHOS 

Light, a simplified version, offers a harmonized definition for statistical purposes. 

This framework not only standardizes data collection and supports comparability 

across countries but also constitutes a reference point for planning new data 

acquisition methods, ensuring target identification for potential ad hoc surveys, and 

providing an essential basis for evaluating the integration potential of different data 

sources. 

Recent comparative reports on data acquisition related to homelessness across 

various countries highlight that there is still no comprehensive monitoring system at 

the EU level. Countries employ diverse measurement methods and intervention 

policies (Busch-Geertsema V. et al., 2010) but recent years have seen a growing 

trend towards harmonization and improved data acquisition (Busch-Geertsema V. et 

al., 2014). These reports also indicate that traditional sources for data acquisition 

exhibit significant gaps: while the population census serves as a powerful mechanism 

for data collection, it is primarily designed for a general target population and must 

be suitably adapted to effectively capture information on homelessness. Ad hoc 

surveys can yield valuable snapshots of the homeless population; however, their high 

costs necessitate improvements to ensure longitudinal analysis and maximize their 

utility (O’Sullivan et al., 2020). Administrative data and registers present substantial 

limitations due to under-coverage of the homeless population, which, by its nature, 

evades registration. Nonetheless, they remain potential indirect sources of 

information, complementing other data collection efforts (Zindato et al., 2023). 

Since 2018, Italy's Permanent Population Census strategy has integrated 

administrative sources with a set of surveys (ISTAT, 2022) specifically designed to 

enhance the quality of ISTAT's statistical population register data. Homelessness 

figures, as part of the broader census outputs, are a key focus of this methodological 

effort. The integration of these sources and the development of targeted surveys for 

homelessness present new opportunities that require further investigation. To 

address these challenges, a dedicated task force comprising thematic experts, 

methodologists, and census specialists has been formed. The goal of this work is to 

transition from sporadic to continuous statistical production for homelessness 

statistics, similar to the approach used for other census population statistics. 
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This paper investigates the potential utility of existing ISTAT surveys in 

estimating the homeless population and explores how administrative data can 

enhance insights into municipal classifications of homelessness. It begins with an 

examination of available ISTAT sources, details the creation of an integrated dataset 

for this study, and presents initial findings from multidimensional analyses, 

including clustering. Finally, it discusses key findings and outlines future steps for 

advancing these methodologies. 

 

2. Available Data Sources 

In planning ad hoc surveys targeting the homeless population, ISTAT relies on 

the ETHOS classification as a foundational framework. For example, a Point-In-

Time enumeration survey is scheduled for 2025, targeting roofless individuals and 

shelter users, key categories within ETHOS Light. When investigating innovative 

methodologies and multiple data sources, however, the framework is expanded to 

encompass broader ETHOS categories and data from sources with wider target 

populations, thereby supporting the development of a multi-source information 

system and related indicators, which forms the core of this paper. This flexible 

approach aids in constructing monitoring indicators and covariates for estimation 

models, focusing on correlations across target groups rather than exact alignment. 

Thus, a further distinction can be drawn among the various data sources 

considered, based on their potential to directly measure the target population—where 

homelessness is a primary focus—or to provide indirect insights through related 

populations. In this latter category, administrative registers, for instance, yield 

indirect information via statistical data referred to as "Signs of Life" (SoL) 

(Bernardini et al., 2024a)., which potentially correlate with aspects of homelessness 

without explicitly targeting it. 

 

2.1. National Surveys on homeless population (2011, 2014). 

The most recent ad hoc surveys on the homeless population in Italy, carried out 

by ISTAT, date back to 2011 and 2014 (ISTAT, 2014; Inglese et al., 2021). These 

surveys provided relevant insights, including some socio-demographic 

characteristics, a list of services for homeless people by municipality, and estimates 

of the homeless population at the national level and for some larger municipalities. 

These surveys represented a significant methodological and innovative milestone in 

Italian official statistics, as they conducted a nationwide assessment of the homeless 

population using indirect sampling, yielding promising results. Nonetheless, critical 

organizational and methodological issues arose, underscoring the importance of 

conducting supplementary control investigations using alternative survey 
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techniques. The data estimated from these surveys still represent the most accurate 

and comprehensive source of information about the homeless population in Italy. 

 

2.2. Surveys on administrative municipal registers: people registered in special 

addresses to support Census dissemination. 

The Permanent Population Census, conducted by ISTAT, integrates 

administrative data with sample surveys designed specifically to improve the quality 

of individual data in the statistical registers (Bernardini et al., 2024). This approach 

allows for detailed census results with specific classifications and territorial levels 

typical of census dissemination. For households and dwellings, two annual surveys 

are conducted on samples of addresses/households present in the registers. For 

people not belonging to these two main population groups, additional surveys and 

quality improvements are necessary. To address this, ISTAT collaborates annually 

with municipalities to conduct specific surveys (ISTAT, 2022) and validation using 

municipal administrative registers (anagrafi) related to population segments not 

previously included in the sample surveys of the Permanent Census. These segments 

are: 1) People living in institutional households. 2) People residing in authorized 

camps or in tolerated and spontaneous settlements. 3) People registered at dedicated 

addresses, real or fictitious, specifically designed to register homeless individuals 

and people without a stable dwelling/address. 

These surveys aim to fill gaps in the statistical registers and ensure that the 

Permanent Census reflects the entire population in all its components. However, 

analysis of these data and municipal metadata confirmed that these special addresses, 

although intended for the homeless, are now used to administratively manage many 

other irregular situations, such as women and minors who are victims of violence or 

people living in dwellings that do not meet legal requirements. 

 

2.3. Surveys on residential social and care facilities. 

ISTAT conducts an annual survey on the availability of socio-assistance and 

socio-health residential facilities and the types of users they assist, allowing for 

precise documentation of both the users and the resources dedicated to this form of 

territorial assistance (ISTAT, 2023). The survey is conducted online via an electronic 

questionnaire. It covers all public or private facilities providing residential services 

(assisted accommodation with overnight stays) of a socio-assistance and/or socio-

health nature. These facilities accommodate individuals in need for various reasons, 

such as elderly individuals living alone or with health issues, persons with 

disabilities, minors without guardianship, young women in distress, victims of 

gender-based violence, but also foreigners or Italian citizens facing economic 

difficulties and social distress. This latter category could be directly associated with 
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the homeless condition. The survey takes place between October and February each 

year. 

 

2.4. Surveys supporting the Permanent Census of Non-profit Institutions. 

The Permanent Census of Non-profit Institutions in Italy offers a comprehensive 

statistical overview of the sector through a Statistical Register, which integrates 

administrative and statistical sources to annually update data on the main 

characteristics of institutions (Della Queva et al., 2023). Additionally, a periodic 

sample survey is conducted every three years to gather additional information on 

specific topics. This survey serves to verify and supplement the data in the register. 

This non-profit system facilitates the extraction of data related to homelessness by 

identifying organizations dedicated to homeless services, such as soup kitchens. 

 

2.5. Administrative Signs of Life to derive “indirect” information on homeless 
presence. 

The AIDA thematic register (Integrated Data Base of Usual Residents) utilizes 

administrative sources to compile population statistics. It incorporates a new 

statistical integrated individual data concept called "Sign of Life" (SoL) for 

individuals recorded in administrative databases like employment, education, tax 

returns, earnings, retirement benefits, and residency permits. Some Signs of Life 

signify specific individual activities that clearly indicate a sustained period and 

location, such as employment or holding a rental contract. Others pertain to 

individual conditions or statuses, such as dependents listed in tax returns. 

Information on SoL of the individuals registered as residents in each municipality 

can be used to compute indicators and rates associated with homeless presence. For 

example, the percentage of people located in a certain municipality who do not 

record any SoL of employment activity or are not associated with any housing sign 

(no rental, no property) can be considered. Alternatively, specific indicators can be 

calculated by working with a subset of "at-risk" individuals. For instance, rates based 

solely on the SoLs of individuals registered at special addresses designed for 

homeless in the municipal registries can be calculated. 

 

3. Setting up the Municipal Dataset for Experimental Purposes 

To analyse the available information on the homeless population in Italy using 

ISTAT official statistics, a municipal dataset integrating the following sources was 

built: national surveys on homeless population (2011, 2014), the annual survey on 

population registers (2021), the annual survey on residential social and care facilities 

(2020), the Permanent Census of Non-Profit Institutions (2021), and AIDA (2021). 
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The dataset is at a municipal level and includes, among other variables, the 

demographic size of municipalities, the presence and number of services for 

homeless people derived from the survey sources, and the number of people recorded 

in administrative population registers at special addresses. Additionally, the 

following three indicators are computed based on the SoL related to the people of 

each municipality: 

 % RU - Municipal Population Register Under-coverage: the proportion of 

people not recorded in the Municipal Population Register but added during 

Census validation because recognized as residents, on the total number of 

individual records in the municipal population register. 

 % RH - Registered Homeless: the percentage of individuals recorded at 

special addresses designed for homeless people on the total number of 

individual records in the municipal population register. 

 % DP - Discontinuous Presence: the percentage of individual records with 

irregular SoL on the total number of individual records in the municipal 

register. The irregular SoL includes presence in administrative sources with 

discontinuous or sporadic duration patterns. 

The choice of these rates depends on specific hypotheses: 

1. The total under-coverage in the municipal population registers correlates with 

the under-coverage of specific population targets, such as the homeless, 

implying that higher total under-coverage in the register indicates higher 

under-estimation of the homeless population. 

2. The proportion of registered homeless individuals in each municipality is 

associated with the proportion of people registered as homeless at special 

addresses. 

3. Discontinuous administrative patterns are likely linked to homeless 

individuals or those at risk of homelessness. 

Some rates considering only the SoL of people registered at special addresses are 

also computed. These specific rates represent the type/profile of individuals recorded 

as homeless and can help differentiate among municipalities through an indirect 

evaluation of the effective homeless population. Specific rates for each SoL class are 

computed, focusing on those relevant to differentiate individual profiles of people 

recorded in the population register. Among others, the following specific rates are 

computed: 

 % RH_stable_signs: (total number of individual records registered at special 

addresses with stable/continuous administrative signs)/(total number of 

individual records registered at special addresses) 

 % RH_no_signs: (total number of individual records registered at special 

addresses with no administrative signs)/(total number of individual records 

registered at special addresses) 
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 % RH_pensions: (total number of individual records registered at special 

addresses with pensions or support income signs)/(total number of registered 

at special addresses) 

The hypothesis is that different levels  of these rates are correlated with different 

levels of homeless presence. For example, the %RH_no_signs (percentage of 

registered homeless individuals with no signs of life) are supposed to be positively 

correlated with the number of homeless individuals in the municipality. Conversely, 

the %RH_stable_signs (percentage of registered homeless individuals with stable 

signs) are supposed to be negatively correlated with the number of homeless 

individuals in the municipality. 

 

4. Classification of Municipalities Based on Homeless Presence Evidence 

Four main groups of municipalities were identified based on direct evidence of 

homeless presence, as shown in Table 1. 
 

Table 1 - Municipalities according to direct evidence of homeless presence. 

Presence of 

services for 

homeless people 

No homeless in 

the pop. register 

People registered in 

special homeless 

addresses 

Total  

No services 5,656 1,985 7,641 

With services 50 213 263 

Total  5,706 2,198 7,904 

 

This initial classification of Italian municipalities defines four groups, which 

provide a framework to tailor data collection strategies for investigating the homeless 

phenomenon: 

     Group G00 – No Services, No Registered Homeless. This group includes 

5,656 municipalities. It can serve as a layer from which a few municipalities 

can be periodically sampled to verify the actual absence of homeless 

individuals. 

     Group G01 – No Services, Presence of Registered Homeless. Comprising 

1,985 municipalities, where there is a need to improve the design and 

monitoring of current surveys on services. Additionally, more detailed 

information is required on individuals registered at special addresses to 

confirm if they are indeed homeless, given the lack of available services. 

     Group G10 – Only Services. 50 municipalities. There is a need to verify the 

accuracy of registry data, as it appears to be unreliable. An ad hoc survey on 

the homeless population is necessary in these municipalities. 
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     Group G10 – Services and Registered homeless. This group has to be sampled 

in homeless survey, since it encompasses the 213 towns with both services 

and people registered at special addresses.  

Using the other variables and rates present in the municipal dataset, the 

characteristics of each group were analysed in more detail. The analysis started with 

demographic size and then studied the differences according to the risk indicators. 

Significant differences among groups were revealed. 

 
Figure 1- Municipal population size of emerging groups. 

 

 
 

As shown in Figure 1, Group G00 primarily consists of small municipalities. 

Group G01 predominantly comprises municipalities with fewer than 50,000 

inhabitants. Group G10 includes medium-sized municipalities and larger cities like 

Latina. Group G11 mainly encompasses larger municipalities but also includes small 

municipalities with fewer than 10,000 inhabitants. 

 
Figure 2 - Distribution of groups across Italian regions.  
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Figure 2 illustrates the percentage composition of groups across Italian regions. 

Group G00 dominates in all regions, especially in the South (80.82%) and Main 

Islands (73.70%), representing municipalities without services nor registered 

homeless. Group G01 is prominent in the Northeast (34.68%) and Center (31.71%), 

highlighting areas with registered homeless individuals despite lacking services.  

For each group, further evidence of the risk of the presence of homeless people 

was evaluated using administrative signs presented in Table 1. For instance, the 

percentage of people registered at special homeless addresses in municipalities with 

no services but with registered homeless individuals (G01) is similar to that in 

municipalities with services and registered homeless individuals (G11). This result 

calls for further socio-demographic analysis of the individuals registered at special 

addresses to better understand the homeless phenomenon and to question the absence 

of services. In the group of municipalities with services but without individuals 

registered at special addresses (G10), indicators related to population register under-

coverage and the presence of unstable populations suggest the presence of homeless 

people who might not be registered at special addresses or at all. 

 
Table 2. Risk rates computed for each group of Municipalities (average value). 

Group % RH 

Registered 

Homeless 

 

% RU 

Register 

Undercoverage 

 

% DP 

Discontinuous 

Presence 

 

G00 – No Services,No Registered Homel. - 0.1% 8‰ 

G01 – No Services, Presence Registered H. 1.6 0.18% 7‰ 

G10 – Only Services - 0.17% 11‰ 

G11 –Services and Registered homeless 1.7 0.23% 8‰ 

All Municipalities 0.4 0.12% 8‰ 

 

5. Cluster Analysis Results: Municipalities According to Risk Indicators 

The groups discussed in precedent paragraph can also be segmented internally. 

The administrative risk rates and available variables in the municipal dataset were 

used to create additional subgroups within the four main groups already identified. 

Cluster analysis was performed, one for each group, using the k-means method. This 

resulted in a final classification, shown in Table 3, in which the clusters resulting are 

labeled according to the evaluation of their statistical profiles. In table 4, clusters 

profiles are shown by reporting average values and counts of the main analysis 

dimensions. Some anomalous profile/cluster also emerge, where anomaly is detected 

when values of average cluster indicators are outliers of pertaining groups. 
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Table 3 - Municipal classification derived from cluster analysis. 

Group Subgroup/ 

Cluster 

Label of final municipal class  Frequency 

G00: 

No Services, 

No Registered Homeless 

G00-1 Very small Municipalities, no risk 3,860 

G00-2 Small Municipalities, no risk 1,640 

G00-3 Risk of homeless presence 108 

G00-4 Anomalous/Risk 48 

    

G01 

No Services,         

Registered Homeless 

G01-1 Anomalous/Risk 13 

G01-2 Very low risk of homeless presence 1,559 

G01-3 High Risk of homeless presence 413 

    

G10  

Services, 

No Registered Homeless 

G10-1 With night shelters 28 

G10-2 Other services 22 

    

G11 

Services,  

Registered Homeless 

G11-1 Considerable presence of homeless 205 

G11-2 Bigger Municipalities 6 

G11-3 Milano 1 

G11-4 Rome 1 

Total nr. Municipalities 7,904 

 

Table 4 - Clusters results by average group rates and counts. 

Subgroup

/cluster 

Nr. 

Municipalities 

Municipal 

Residents 

Registered 

Homeless  %RH 

%RH 

no_signs %DP %RU 

 (frequency) (average of municipal counts) (average of municipal rates) 

G00-1 3,860 2,137  - - 5.20 0.03 

G00-2 1,640 4,753  - - 7.50 0.22 

G00-3 108 4,153  - - 30.01 0.72 

G00-4 48 1,843  - - 202.33 0.26 

G01-1 13 1,304 71 43.58 0.05 12.91 0.13 

G01-2 1,559 9,930 12 1.37 0.08 5.47 0.12 

G01-3 413 12,845 12 1.03 0.09 12.21 0.38 

G10-1 28 10,600  - - 14.20 0.12 

G10-2 22 25,345  - - 7.59 0.23 

G11-1 205 63,312 124 1.60 0.07 7.49 0.23 

G11-2 6 619,332 2,685 3.82 0.08 10.55 0.38 

G11-3 1 1,349,930 8,541 6.33 0.08 15.94 0.63 

G11-4 1 2,749,031 22,182 8.07 0.16 8.92 0.42 
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6. Concluding Remarks and Current Work 

This study underscores the critical need for updated survey data and the 

incorporation of additional variables on the homeless population to improve the 

accuracy and depth of findings. Despite these limitations, the integrated approach 

demonstrates that significant improvements in data quality in predicting the presence 

of homeless population in each Municipality can be achieved at minimal cost. By 

combining administrative data with traditional survey methods, valuable insights are 

gained that enhance the investigations on homelessness. 

The results of this study suggest several practical benefits. Firstly, integrating 

various data sources can significantly improve the quality and reliability of 

information on the homeless population. Secondly, minor adjustments to existing 

surveys can lead to more accurate and comprehensive data collection, which is 

crucial for effective policy-making and resource allocation. Finally, classifying 

Italian municipalities based on available data sources can aid in developing targeted 

sampling strategies and predictive models, thereby providing more accurate 

estimates of the homeless population. 

Looking ahead, current activities and future goals focus on several key areas. The 

analysis will be enhanced by incorporating updated sources and additional variables, 

which will provide a more detailed and nuanced understanding of homelessness. 

ISTAT is set to conduct ad hoc surveys on the homeless population, beginning with 

a Point-in-Time survey in 2025. This survey will provide a snapshot of the homeless 

population at a specific moment, offering valuable data for the statistical validation 

of the proposed risk indicators and for suggesting additional ones. 

Moreover, the development of an information system that could continuously 

monitor and update data on the homeless population is currently under study. This 

system will leverage the added value of integrating various sources and components. 

In conclusion, while there are challenges and limitations, the integration of 

administrative data with traditional survey methods offers a promising step forward. 

By leveraging these combined data sources, a more comprehensive and accurate 

understanding of the homeless population can be gained, ultimately leading to more 

effective interventions and support systems. 
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RESIDENTIAL SEGREGATION IN MESSINA (SOUTHERN 

ITALY): AN INFORMATION THEORY BASED STUDY 
 

Francesca Bitonti, Angelo Mazza, Daniela Ghio, Massimo Mucciardi  
 
 
 
 

Abstract. Residential segregation stands out as one of the most noticeable and potentially 
concerning consequences of urbanization. Adopting the framework proposed by the 
Information Theory, the study investigates residential segregation patterns in the Italian 
municipality of Messina that has recently experienced  deteriorating urban conditions. We 
rely on anonymized individual data sourced from the Population Register to examine the 
major immigrant groups residing in Messina in 2016 and 2022, Sri Lankans, Filipinos, 
Romanians, and Moroccans. The analysis computes the Shannon’s entropy index and 
Kullback-Leibler (KL) divergence, aiming at: 1. drawing comparisons in the residential 
segregation patterns among immigrant populations; 2. appraising changes in residential 
patterns between 2016 and 2022; 3. assessing to what extent ethnic concentration depends on 
the adoption of different territorial scales to classify metropolitan areas. Results reveal 
nuanced patterns of residential segregation among the selected migrant populations, with 
Filipinos and Moroccans remaining the most segregated groups, both in 2016 and 2022. 
However, two common dynamics are affecting all immigrant groups: a. the presence of 
micro-scale segregation; b. the increase of segregation degrees over time. Furthermore, when 
comparing the distribution of immigrant groups with native populations, concentration 
levels, detected by the Shannon’s entropy index, have not always implied significant KL 
divergence. These results suggest complex interactions between migrant and the local 
populations, challenging simplistic assumptions about segregation. Accounting for the multi-
scalar dimensionality of segregation, this study contributes to a deeper understanding of 
residential dynamics and provides insights for fostering social cohesion in diverse spatial 
urban settings.  
 

 
1. Introduction 

 
Residential segregation, as complex multidimensional phenomenon (Massey and 

Denton, 1988), has been extensively studied through the lens of the Information 
Theory. In this framework, concepts, such as information and entropy, have been 
revived (Theil and Finizza, 1971). Entropy appraises the degree of randomness in a 
system or the informational content of a message (Coulter, 1989; Cover and Thomas, 
2006; Shannon, 1948; Theil, 1967). Introduced to the social sciences by Theil (Theil, 
1967; 1972), entropy became a valuable tool for assessing population diversity and 
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income inequality (Reardon and Firebaugh, 2002; White, 1986). Essentially, entropy 
can be interpreted as a measure of uncertainty, representing the amount of 
information needed to describe a probability distribution. Social researchers apply 
entropy to gauge residential segregation, as it quantifies the homogeneity of 
neighbourhoods or regions based on demographic and social characteristics, like 
ethnicity, education level, or income. In residential segregation, high entropy 
indicates an equal probability distribution of population groups across space, while 
lower entropy signifies a higher probability for one group, reflecting reduced 
uncertainty about the distribution (Cover and Thomas, 2006). 

Previous studies on residential segregation, particularly ethnic segregation, have 
emphasized the importance of setting appropriate spatial scales and implications of 
this methodological choice in its measurement (Arcaya et al., 2018). Distinctive 
racial residential patterns, and consequently a wide variation in segregation, become 
evident when changing the range of spatial scales (Reardon et al., 2008). This is due 
to the decision-making processes regarding where to live within a city. Excluding 
public housing allocations, residential decisions are individual-group-varying and 
involve: 1) housing rental prices, 2) access to work, school, and leisure (for single 
and potential family members), influenced by the presence and efficiency of local 
services, 3) proximity to significant others like family or co-ethnics. Consequently, 
some groups might be highly concentrated in certain parts of a metropolitan area but 
scattered within those parts, while others might form tight, exclusive clusters spread 
across different housing market segments (Jones et al., 2015). For these reasons, 
different levels of residential segregation can be detected at various spatial scales. 

Utilizing anonymized individual-level data coming from the Population Register, 
this paper investigates the residential segregation patterns of migrants within the 
metropolitan area of Messina, Italy. The study focusses on the four largest immigrant 
groups — Sri Lankans, Filipinos, Romanians, and Moroccans — in 2016 and 2022. 
The primary inquiries center around 1) Carrying out a multi-scalar analysis of the 
segregation levels exhibited by the selected immigrant groups; 2) Measuring ethnic 
residential segregation patterns by immigrant group; 3) Leveraging entropy and 
divergence when comparing the spatial distribution of immigrants with native 
populations over time  

The reimaging part of the paper includes four sections. The next section analyzes 
data and the methodology implemented, while the third section portrays the 
geographical area of Messina and depicts descriptive migrant population patterns. 
Then, the last two sections are dedicated to the presentation of results and the 
discussion of the main findings and related implications, drawing the conclusions of 
the work. 

 



Rivista Italiana di Economia Demografia e Statistica 181 

 
2. Data and Methods 

 
Characteristics of immigrants’ groups come from the Population Register, 

accounting for individuals recorded as of June 30th, 2016 and November 30, 2022. 
This dataset includes all individuals (Italians and immigrants) residing in Messina, 
along with their children or nephews who were born abroad (in their respective 
countries of origin) and obtained solely the citizenship of parents at birth. Their 
residential addresses have been geocoded by querying the Google Maps Geocoding 
API exploiting the R “ggmap” library (Kahle and Wickham, 2013). The statistical 
analysis was conducted with the R software (R Core Team, 2023). 

In this study, the residential segregation of the selected foreign groups is 
examined through the concept of entropy, a measure often utilized in Information 
Theory. Entropy represents the amount of information required to describe a (in our 
case spatial) probability distribution. When two outcomes (e.g., two ethnic groups) 
are equally probable, the uncertainty about the outcome is high, resulting in high 
entropy. Conversely, if one outcome is more likely than the other, there is less 
uncertainty and, consequently, lower entropy. As a consequence, the higher the 
entropy, the lower the segregation1. In this context, Shannon’s entropy metric is 
calculated (Shannon, 1948). For a categorical variable X with I possible outcomes 
(or groups), Shannon’s entropy is defined as: 

 𝐻(𝑋) = ∑ 𝑝(𝑥𝑖)𝑙𝑜𝑔 1𝑝(𝑥𝑖)𝐼𝑖=1   (1) 

where 𝑝(𝑥𝑖) for 𝑖 = 1, 2, … , 𝐼 is the probability of occurrence of group i in a given 
area. The relative entropy, measuring the discrepancy of the immigrant groups’ 
probability distributions from the local population’s one, is also evaluated. This 
involved computing the Kullback-Leibler (KL) divergence (Kullback, 1987) to 
assess the spatial distribution differences between Italians and each of the four 
immigrant groups individually, as follows: 

 𝐷(𝑝|𝑞) = ∑ 𝑝𝑚𝑙𝑜𝑔 𝑝𝑚𝑞𝑚𝑀𝑚=1   (2) 

where the q distribution defines the reference (Italians) against which the p 
distribution of the immigrant group is compared in a given area m. In general, the 

KL divergence is able to better control the contextual factors influencing residential 

                                                      
1 In residential segregation studies, entropy is inversely related to the concept of diversity, intended as 
ethnic or group mixing: higher diversity corresponds to lower segregation. 
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choices in general (e.g., building distribution, industrial areas etc.) because it 
compares the distributions themselves.  
 

 

3. Context and descriptive results  
 

Over the past fifty years, Messina has been struggling with challenges due to 
deteriorating urban conditions, a rise in youth emigration, and a shift in population 
towards neighbouring villages, leading to a decline and spatial redistribution of its 
population (Scrofani, 2018).  

 
Table 1  Demographic characteristics of the four main immigrant groups residing in the 

metropolitan areas of Messina, 2016 and 2022. 

Characteristic 
Sri Lanka Philippines Romania Morocco 

2016 2022 2016 2022 2016 2022 2016 2022 

Age         

0-25 
30.7

% 
28.3

% 
29.7

% 
25.8

% 
21.7

% 
18.8

% 
28.8

% 
27.1

% 

26-65 
66.7

% 
64.7

% 
66.2

% 
64.4

% 
76.7

% 
76.5

% 
66.6

% 
65.1

% 

65+ 
2.6
% 

6.9
% 

4.1
% 

9.8
% 

1.6
% 

4.7
% 

4.6
% 

7.8
% 

Sex         

Female 
46.8

% 
49.0

% 
52.8

% 
53.0

% 
68.0

% 
67.3

% 
36.6

% 
38.7

% 

Male 
53.2

% 
51.0

% 
47.2

% 
47.0

% 
32.0

% 
32.7

% 
63.4

% 
61.3

% 

N° individuals 4199 4030 2555 2226 1661 1668 1218 1155 

% of total immigrant population 33.2 30.3 20.2 16.8 13.1 12.6 9.6 8.7 

N° households 1742 1823 902 917 1015 1122 573 636 
% of total number of immigrants’ 
households 

27.6 24.1 14.3 12.1 16.1 14.8 9.1 8.4 

Mean n° of individuals in 
households 

2.4 2.2 2.8 2.4 1.6 1.5 2.1 1.8 

Source: authors’ elaborations on Population Register data.  

Notes: 2016 observations refer to 30.06.2016: 2022 observations refer to 30.11.2022 

 
From the 1980s onwards, the city has received the inflows of immigrants mostly 

coming from Sri Lanka, the Philippines, Romania and Morocco. These first four 
groups accounted for the 68.35% of the total foreign population in 2022 (against 
76.2% in 2016, suggesting an increase in the ethnic diversification of the population 
– table 1). Their demographic characteristics show important similarities and 
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differences. Beside a general shrinkage in the immigrant groups’ size, also the mean 
household size has decreased over time, with Sri Lankans and Filipinos accounting 
for the highest mean of 2.2 and 2.4 individuals per household as for 2022, 
respectively. The population pyramids (figure 1) illustrate that overall, the middle 
and adult age classes are the most numerous. As regard the gender composition, Sri 
Lankans and Filipinos are balanced with a bottleneck for the young adult age classes, 
whereas a gender characterization can be observed for Romanians (with a female 
dominance) and Moroccans (with a male prevalence) (see both figure 1 and table 1). 

The four immigrant groups are settled in the urban core of the municipality of 
Messina and along the seaside, following the overall resident population density 
(figure 2). Nevertheless, Sri Lankans and Romanians seem to be more dispersed than 
the other groups, being in more peripheral northern and in the western inner areas. 

 
 

4. Results: residential segregation patterns 
 

The computation of the H index and the KL divergence at the district2 level (mean 
area: 35.33 km2) yielded different results.  

According to the H index Sri Lankans (table 2) and Filipinos appear more mixed 
with the Italians and, in general, the H values for all the groups do not vary much 
between the two years.  

The KL divergence, on the contrary, highlights a general increase of segregation 
through time for all the groups with Sri Lankans and Romanians being the least 
segregated with respect to Italians.  

Considering the KL values together with demographics, it is possible to draw 
residential profile by immigrant group. Specifically, in 2022: 

  Filipinos: highly segregated in «middle-size household» groups (mean 
household size: 2.2) 
  Moroccans: segregated in «small household» groups (mean household size: 
1.8) 
  Sri Lankans: segregated in «middle-size household» groups (mean household 
size: 2.1) 
  Romanians: poorly segregated in «small household» groups (mean household 
size: 1.5) 

Overall, with the increase of the household size the KL divergence, and hence the 
segregation, unsurprisingly increases too. 

                                                      
2 The city is divided into six municipal districts, or “circoscrizioni” (I to VI), which function as 
subdivisions of the urban area, similarly to the municipal arrondissements of Paris or the London 
boroughs. 
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Figure 1  Population structure for the main four foreign groups in the municipality of 

Messina, 2016 and 2022.  

a) Sri Lankans 
2016 2022 

 

 

b) Philippines 
2016 2022 

  

c) Romanians 
2016 2022 

 

 

d) Moroccans 
2016 2022 

 
 

 
 

Note: females in pink; males in light blue. 
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Figure 2  Spatial distribution of the main four foreign groups in the municipality of Messina 

in 2016 and 2022. 

a) Sri Lankans b) Filipinos c) Romanians d) Moroccans 
2016 

    

2022 

     

Note: the points referring to the individual residential addresses have been jittered for privacy concerns. 

 
Table 2  Shannon’s entropy index and KL divergence values for the four selected immigrant 

groups against Italians in Messina in 2016 and 2022 at the district level. 

Foreign group 
Shannon’s entropy H(X) KL divergence 

2016 2022 2016 2022 

Sri Lankans 0.129 0.146 0.070 0.132 

Filipinos 0.087 0.072 0.207 0.309 

Romanians 0.061 0.072 0.050 0.073 

Moroccans 0.047 0.048 0.169 0.164 
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As already pointed out by a large body of work (Leckie et al., 2012; Louf, 2016; 

Östh et al., 2015), segregation is not a scale-invariant phenomenon. Instead, high 
variation in segregation level can be detected at different scales of measurement 
depending on several demographic, socioeconomic but also urban factors. For this 
reason, the KL divergence was measured at different scales by superimposing to the 
urban area of Messina several regular grids composed by quadrats of different side’s 
lengths (i.e.: 100, 200, 500, 1000 meters). As reported in table 3, except the general 
decrease in divergence with the time, for both years, the higher the scale, the lower 
the segregation for all of the groups considered. This should imply that if at small 
scales some sort of divergence is detected, there is lower level of concentration for 
these groups when lager scales are adopted. 

 
Table 3  Multilevel dynamics of the KL divergence against Italians. 

Foreign 
group 

2016 2022 
Quadrat side’s length (meters) 

100 200 500 1000 100 200 500 1000 
Sri Lankans 0.922 0.752 0.532 0.404 1.522 1.125 0.721 0.490 

Filipinos 1.357 1.161 0.892 0.760 2.450 2.039 1.448 0.978 
Romanians 0.692 0.514 0.332 0.217 2.100 1.613 0.910 0.499 
Moroccans 1.420 1.150 0.743 0.524 2.218 1.834 1.200 0.734 

 
 

5. Conclusions 

 
The results showed that the concentration assessed by the Shannon index do not 

always simply a divergence in KL terms. The KL metrics highlighted heterogeneity 
in the levels of divergence when comparing the spatial distribution of selected 
immigrant groups with Italians. This mirrors potential differences in integration 
dynamics, not just in terms of sharing space, but also different life domains.  

Yet, KL divergence results suggest disparities in segregation levels across foreign 
groups that interact with and are exposed to the same environments as the local 
population. This could imply heterogeneous levels of integration between the 
different foreign groups and the local population, not just in terms of sharing the 
same neighbourhoods, but also similar workplaces and social contexts. In particular, 
the analysis detected a general increase of segregation for all the groups investigated 
with the passing of the time. Despite this, the consideration of different scales of 
analysis ruled out the presence of large neighbourhoods of segregation. Nonetheless, 
the different divergence levels characterizing the groups, especially at the smallest 
scales, are evidence that group-specific policies should be implemented to guarantee 
the integration of all the groups. 
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The present work represents the initial effort made to map and understand the 

evolution of residential allocation patterns of the main immigrant groups in Messina. 
The influence of additional individual, group-specific and contextual socioeconomic 
factors on residential choices will be assessed in future steps of the analysis to unveil 
the causes, dynamics and possible socioeconomic implications of residential 
segregation in Messina. Some of the research questions that will be investigated 
concern the potential differences in the spatial distribution of the first and second 
generations of immigrants, the individual residence movements across time, the 
socioeconomic factors influencing residential choices, as job opportunities and 
spatial heterogeneities in housing cost (as partially investigated in Bitonti et al. 

(2023)), as well as the differences in settlement models based on ethnic-specific 
migratory behaviours: e.g., family migration, family reunion and “solo-migration”. 
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LIFESTYLE, ENVIRONMENTAL CONDITIONS AND MORTALITY  

IN EUROPEAN COUNTRIES AND IN ITALIAN REGIONS 
 

Simona Cafieri, Gianmarco Borrata 

 

 

 
Abstract. This paper uses state-of-the-art machine learning techniques to study the relationship between 

environmental pollution, life expectancy and lifestyle variables in European countries, with a focus on the 

Italian regions. 

K-means clustering allowed to analyse the impact of the pandemic on socio-economic variables between 

2019 and 2021, showing how countries position themselves with respect to these changes. 

Different regional typologies were outlined, reflecting the diversity of environmental and health 

challenges. 

Furthermore, a random forest analysis was used to predict life expectancy in European countries and 

Italian regions based on the presence of the most polluting and health-damaging substances. 

This methodological approach offers new ways of identifying priorities for intervention, combining 

environmental mitigation with targeted prevention and treatment strategies. 

 

1. Introduction 

According to the World Health Organization, Europe is the most affected region in the 

world by non-communicable diseases such as cancer, cardiovascular diseases and chronic 

respiratory diseases, with a relatively small group of health conditions accounting for a large 

proportion of the disease burden. 

Since 2013, European Commission reports have identified the main causes and effects of 

health inequalities, including living conditions, health-related behaviours, education, 

occupation and income. The report recognises the role that exposure to air pollution can play in 

health inequalities. 

Air pollution is the most important environmental health risk factor, independent of an 

individual's lifestyle. It remains a major cause of ill health, contributing not only to the 

development of cancers but also to respiratory and cardiovascular diseases, and is thought to be 

responsible for more than 6.5 million deaths per year worldwide. 

According to the European Environment Agency (EEA), 253,000 deaths in the EU-27 in 

2021 were attributable to exposure to concentrations of fine particulate matter (PM2.5), and 

coarse particulate matter (PM10). A further 52,000 deaths were associated with exposure to 

other key air pollutants, such as high NO2 (nitrogen dioxide) and O3 (ozone) concentrations. 

According to the EEA, energy consumption in residential, commercial and institutional 

buildings was the main source of PM10 and PM2.5. Agriculture was the main source of 

ammonia and methane, accounting for 94% and 55% of emissions respectively. 
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Figure 1  Main sources of air pollutants in Europe, 2021. 

 

Source: European Environment Agency. 
 

In 2021 road transport was the main source of nitrogen oxides, accounting for 39% of 

emissions. In the same year, the energy sector was the main source of sulphur dioxide, 

responsible for 46% of emissions. Manufacturing and extractive industries were the main 

emitters of heavy metals to air. 

Figure 2  N. of deaths attributable to the environment in EU countries (2019 -2021). 

Source: European Environment Agency 

 

Figure 2 presents the number of deaths attributable to the environment: Eastern European 

countries carry a significantly higher environmental burden of disease and mortality than 

western European countries, exacerbating economic inequalities across the European region. 

The relationship between socio-economic status and health inequality is unequivocal1.  

                                                      
1 Pickett and Wilkinson, (2015) 
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Societies with wide disparities in socio-economic status also have wide disparities in health and 

mortality outcomes. Social disparities are evident in both lifestyle choices and dietary patterns.  

As incomes decline and household budgets tighten, food choices often shift towards cheaper, 

more energy-dense options. High-quality protein, whole grains, fruits, and vegetables are 

typically the first to be sacrificed. Over time, this dietary pattern can lead to an increased risk of 

chronic diseases and premature mortality. 

 

2. Methodology: preliminary consistency analysis 

This study aims to identify potential significant correlations between environmental 

pollution, life expectancy and lifestyle variables using cutting-edge machine learning 

techniques. For a preliminary consistency analysis, a K-means cluster analysis has been 

applied to look for likely relationships within the data without any prior assumption. 

The K-Means clustering technique is an unsupervised learning algorithm widely used 

in data science to identify hidden structures in data and break them down into 

homogeneous groups.K-Means algorithm, minimizing within-cluster inertia, 

partitions quantitative observations into K clusters, with K random initial centroids, 

thus associating each observation to the nearest centroid according to the Euclidean 

distance: dE =  ∑√(xi − yi)2Ni = 1 (1) 

Where 𝑥𝑖 and 𝑦𝑖 are coordinates of two observations, X = (𝑥1,2, ..., 𝑥𝑁) and Y = (𝑦1,𝑦2, ..., 𝑦𝑁),  respectively. Then, the algorithm computes the centroids of the new groupings iteratively 

until convergence. 

The K-means algorithm was implemented for regional analysis using independent variables 

that concern some socioeconomic and lifestyle variables at the regional scale: 

The feature “Meat consumption” derives from five features concerning the consumption 

of animal-source food meats, defined as the percentage of individuals who declare that they -

consume cured meats, chicken, turkey, beef, pork,  more than once a week2. 

The five variables have been summarized on animal-source food into a single feature 

(“Meat consumption”), namely the first component resulting from a Principal Component 

Analysis. 

PCA are made as a linear combination, orthogonal to each other, of the dataset features; the 

first principal component PC1 represents a large fraction of variation (variance explained) in 

the sample, and successive PCs account for decreasing portions of the remaining variation.  

                                                      
2 For Italy data are provided by the 2021 Aspects of Daily Life (AVQ)  Istat survey, Data for other 

countries, are provided by surveys carried out from other National Institutes of Statistics and collected 

by Eurostat. in Regions database 
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Therefore, to reduce the variability to get a good representation of the data and to build the 

feature “Meat consumption”, only the first few PCs have been used only PC1, which 

contained almost 80 % of the data variance. 
 

Table 1  Independent variables relating to socio-economic aspects and lifestyle. 

Variable Description 

Environmental pollution the value of the annual average concentration of PM10 and PM2.5 

Available hospital beds the average number of beds in public hospitals, per regional population 

Income the mean annual income per family provided by the EuSilc survey 

Life expectancy  can expect to live at birth 

Overweight 
the average percentage of people in excess weight (overweight and obese 

individual3) 

Smoke the average percentage of smokers 

Fruit and vegetable consumption 
the percentage of subjects who declare that they eat fruit or vegetables at least 

once a day 

 

3. Results of European regions between 2019 and 2021 

As a result of the K-means cluster analysis for European regions based on environmental 

and socio-economic variables in 2019 and 2021, three clusters were identified as the optimal 

number according to the Elbow method4. 

Cluster 1 (Red in Fig.3): Cluster 1 includes Eastern European countries such as Romania, 

Bulgaria, and Hungary. These states remain characterized by socio-economic challenges, 

including lower income levels and limited access to advanced healthcare services. Unfavorable 

health behaviors such as higher smokers’ prevalence and overweight rates are notable in this 

group. Additionally, this cluster shows moderate life expectancy and significant environmental 

challenges (Fig: 4a, 4b). Between 2019 and 2021,Cipro and Greece join this cluster. 

Cluster 2 (Blue in Fig: 3) predominantly includes Western European countries such as 

France, and Switzerland. These countries demonstrate strong socio-economic indicators, such 

as high income levels and advanced healthcare systems., lower smokers' rates and higher fruit 

and vegetable consumption, environmental pollution and meat consumption are moderate 

concerns in some countries within this group, while life expectancy is generally high (Fig: 4c, 

4d). Between 2019 and 2021 Norway, Germany, Belgium and Austria will leave this cluster, 

while Italy, Spain and Sweden will enter. 

Cluster 3 (Green in Fig.3): This cluster features Nordic and Southern European countries. 

These states present a balanced profile, with moderate to high income levels and positive 

lifestyle factors (Fig: 4e, 4f). Life expectancy remains relatively high overall, reflecting positive 

health outcomes in these states. 

                                                      
3 Overweight” means people with a body mass index (BMI) between 25 and 29,9 while people with a 
BMI of 30 are included in the “obese” group. 
4 Elbow 
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Figure 3  Cluster in EU regions in 2019 and 2021 

 

 

Figure 4  Cluster characteristics in the EU regions in 2019(a,c,e) and 2021(b,d,f) 
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4. Focus on Italy 

Focusing on the Italian regions to perform a cluster analysis based on environmental and 

socio-economic variables in 2019 and 2021, again using Elbow methods, three clusters were 

identified as the optimal number. 

 

Figure 5  Cluster in Italian regions in 2019 and 2021. 

 
 

Cluster 1:(Red in Fig: 5): Composed of southern regions, this cluster highlights socio-

economic challenges. It is characterized by lower income levels, higher smoking prevalence, 

and significant rates of overweight individuals and meat consumption. The life expectancy is 

very low in this group. (Fig: 6a, 6b) 

Cluster 2: (Blue in Fig: 5): Includes the north-west and central regions, which have 

moderate socio-economic indicators. This cluster is characterized by healthier lifestyles, 

including lower prevalence of overweight individuals and high consumption of fruit and 

vegetables, reflecting a relatively balanced health profile, with high life expectancy. (Fig: 6c, 

6d) 

Cluster 3 (Green in Fig: 5): This cluster groups northern regions. These regions demonstrate 

high income levels and favorable health behaviors, such as higher fruit and vegetable 

consumption and lower smoking prevalence with life expectancy remaining notably high 

compared to other regions. (Fig: 6e, 6f). 

 

5. A deeper level of analysis: prediction of future mortality incidence 

To delve deeper into the specific air pollutants linked to mortality in EU and Italian regions, 

a secondary analysis was conducted using a Random Forest5 model. 

                                                      
5 Babu S, Thomas B (2023) 
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Figure 6  Cluster characteristics in the Italian regions in 2019(a,c,e)and 2021(b,d,f). 

 

 

The Random Forest technique is a regression tree technique which combines multiple 

decision trees and randomization of predictors to achieve a high degree of predictive accuracy.  

Each tree in the forest builds from a different subset of the data and makes its independent 

prediction. The final prediction for input is based on the average of all the individual trees’ 
predictions. The RF regression is one of the most popular machine learning algorithms and has 

been success fully applied to both classification and regression in many different fields. 

A Random Forest analysis was developed to predict life expectancy in the six identified 

clusters, using major environmental pollutants (associated to life expectancy reduction) such as 

PM2.5, PM10, O3 and NO2 as predictors according to EEA  and Ispra data. 

The prediction was made from socio-economic data and environmental variables in 2021. 

The importance of each variable and its predictive accuracy were assessed. The evaluation used 

leave-one-out cross-validation, highlighting the predictive ability of the model within each 

cluster. 

 

Table 2  Mean Values of Air Pollutants for Different Clusters of Italian Regions. 

 NO2 O3 PM10 PM2.5 

Cluster 1 15.55 54.39 22.10 11.53 

Cluster 2 16.27 57.98 19.95 11.87 

Cluster 3 22.54 53.12 24.26 16.59 
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Table 3  Mean Values of Air Pollutants for Different Clusters of European States. 

 NO2 O3 PM10 PM2.5 

Cluster 1 7.80 61.77 16.76 12.84 

Cluster 2 5.88 60.74 14.52 8.25 

Cluster 3 6.59 65.75 13.94 7.73 

 

After identifying the relevant characteristics (pollutants), cleaning and pre-processing the 

data, dealing with missing values and normalizing pollutant levels, the following steps were 

taken: 

 Model Training: Data are split into training and test sets. Random Forest model is trained 

with pollutants as features and life expectancy rates as the target. 

 Model Evaluation: The model's performance is assessed on the test set using metrics like 

Mean Squared Error (MSE)6 Mean absolute error (MAE)7 and Root Mean Squared Error 

(RMSE)8 . 

 Future Data Prediction: future pollutant data are collected and input into the trained model. 

 Life expectancy prediction: The model predicts future life expectancy based on the input 

pollutant data, providing insights into potential future health impacts in the region based on the 

levels of the main pollutants detected in 2021 according to EEA data. 

The following table illustrates how the model's predictions assesses the model's accuracy 

using the MSE, MAE, RMSE 

 
Table 4  Performance Measures to predict Life Expectancy in European countries. 

 Cluster 1 Cluster 2 Cluster 2 

MSE 0.038 0.003 0.018 

MAE 0.145 0.056 0.097 

RMSE 0.196 0.059 0.136 

 

In Cluster 1, NO2 was identified as the most significant predictor, with PM10 and PM2.5 

also contributing notably. O3 had a limited influence on life expectancy predictions (Fig: 7a). 

This cluster demonstrated a MSE of 0.038, MAE of 0.145, and RMSE of 0.196, indicating 

reliable predictions (Tab: 4). 

                                                      

6   

7.  

8  
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For Cluster 2, PM2.5 emerged as the most critical variable, highlighting the substantial 

impact of fine particulate matter on life expectancy. The variables PM10, and NO2 played 

meaningful roles, while O3 had minimal relevance (Fig: 7b). This cluster achieved the best 

predictive performance, with the lowest MSE (0.003), MAE (0.056), and RMSE (0.059), 

reflecting highly accurate predictions (Tab: 4). 

In Cluster 3, NO2 and O3 were the dominant variables, underlining their importance in 

regions characterized by diverse environmental conditions. PM2.5 and PM10 were less 

influential compared to other clusters (Fig: 7c). The predictive metrics for this cluster were 

strong, with an MSE of 0.018, MAE of 0.097, and RMSE of 0.136, showcasing good model 

performance (Tab: 4). 

 
Figure 7  Predictors of life expectancy in EU regions grouped in 3 clusters(a, b, c). 

   

 

 

A similar Random Forest model can be build  to predict life expectancy by analyzing the 

three clusters previously identified, with environmental variables levels (main pollutants 

detected in 2021) as predictors according to Ispra data. 

 
Table 5  Performance Measures to predict life expectancy in Italian regions. 

 Cluster 1 Cluster 2 Cluster 2 

MSE 0,032 0,011 0,008 

MAE 0,124 0,104 0,084 

RMSE 0,178 0,104 0,089 

 

The predictions were evaluated using the leave-one-out cross-validation method, and the 

results provide insights into the predictive performance and importance of different variables 

across clusters. 

In Cluster 1, the PM10 was the most critical predictor, with the highest importance score, 

indicating its strong association with life expectancy in this cluster. NO2 and PM2.5 also played 

significant roles, while O3 was less influential (Fig: 8d) Cluster 1 exhibited the highest error 
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metrics among the three groups, with an MSE of 0.032, an MAE of 0.124, and an RMSE of 

0.178, but the overall predictive performance is still acceptable. 

For the cluster 2, NO2 emerged as the most important predictor, emphasizing the role of 

traffic-related pollution in influencing mortality rates. PM10 and PM2.5 were also relevant, 

while O3 showed minimal importance (Fig: 8e). Cluster 2 performed well, with an MSE of 

0.011 and an RMSE of 0.104. 

Finally, in cluster 3 the PM2.5 was the dominant variable, reflecting the relevance of fine 

particulate matter in regions with higher industrial activities. PM10 and NO2 followed in 

importance, with O3 having a negligible impact (Fig: 8c). Cluster 3 achieved the best results, 

showing the lowest error metrics, including a MSE of 0.008, a MAE of 0.084, and a RMSE of 

0.089.  

 

Figure 8  Predictors of life expectancy in EU regions grouped in 3 clusters(d, e, f). 
   

 

6. Results and discussion 

The results highlight the crucial role of environmental and socio-economic conditions in 

determining health inequalities. Regional classification using K-means clustering allowed the 

identification of three macro-groups with distinct socio-economic and health characteristics. 

Eastern European regions, although less polluted than some in Western Europe, show greater 

vulnerability due to lower income levels and limited access to health services. Conversely, 

Western European countries, while benefiting from advanced health care systems and 

generally healthier lifestyles, face growing concerns about air pollution, as evidenced by the 

effects of fine particulate matter (PM2.5 and PM10). 

An important finding is the importance of particulate matter and nitrogen dioxide (NO2) as 

primary predictors of mortality and life expectancy, independent of socio-economic factors. 

This underlines the fact that in high-pollution contexts, even a healthy lifestyle cannot offset the 

negative effects of prolonged exposure to pollutants. In Italy, regional disparities are particularly 

pronounced: northern regions show better health indicators due to higher incomes and healthier 

lifestyles, while southern regions face a combination of adverse factors, including lower 

incomes and higher rates of obesity and smoking. The Random Forest analysis confirmed the 

key role of specific pollutants, with PM2.5 emerging as the most significant predictor of 

reduced life expectancy in many clusters. These findings underscore the importance of targeted 
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interventions to reduce air pollution and integrated policies addressing both socio-economic 

inequalities and environmental risks. 

 

7. Conclusions 

This paper demonstrated the effectiveness of advanced techniques, such as K-means 

clustering and the Random Forest model, in identifying relationships between environmental 

pollution, socio-economic factors, and life expectancy. The emergence of PM2.5 and NO2 as 

key predictors highlights the need for specific policies aimed at improving air quality, 

particularly in the most vulnerable areas.  

These findings underscore the importance of targeted interventions to reduce air pollution 

and integrated policies addressing both socio-economic inequalities and environmental risks. 

Moreover, the observed disparities call for focused strategies to promote health equity and 

to reduce pollution. A polluted environment can impede our efforts to achieve optimal health, 

just as a polluted train carriage can impede our comfort on the journey of our lives. 
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DEMOGRAPHIC IMPLICATIONS ON EDUCATION: A CASE 

STUDY IN THE PROVINCE OF MANTOVA1 
 

Simona Ballabio, Rossella Luca, Lorenzo Maraviglia, Alberto Vitalini 
 
 
 
 

Abstract. The decreasing birth rates in Italy are rapidly transforming the demographic 
landscape, with forecasts indicating a significant reduction in the youth population over the 
next ten years. 
In this work, using data provided by the National Institute of Statistics and the Ministry of 
Education and Merit, a statistical model has been developed to estimate the future 
composition of the student population in the province  of Mantova. Specifically, demographic 
forecasts, school participation rates, and other relevant parameters were analyzed to create a 
robust predictive framework and answer the following types of questions: "How will the 
student population change in the province of Mantova, even at the level of school districts, 
over the next ten years? How many more or fewer classes will there be? What effects will 
this have on staffing?”. 
While focusing on the province of Mantova as a case study, the project aims to develop a 
solid methodology that can be used in all Italian provinces, leveraging the informative 
resources of official statistics and public administrations, at this historical moment when we 
are faced with digital innovation and the development of artificial intelligence. 
The results of the conducted analysis, besides providing a valuable contribution to local 
policy-level educational planning, can, once extended nationally, bring objective data into 
the debate on government educational policy choices, thus helping to prepare the Italian 
educational system for evolving demographic challenges. 
 
 
1. Introduction   

 
Medium- and long-term educational planning is a complex and critical challenge 

to ensure equitable and quality education for all students. Effective educational 
planning decisions must be supported by accurate data and reliable student 

                                                      
1 The work is the joint responsibility of the authors. Paragraphs 1 and 2 are attributed to Alberto Vitalini, 
paragraphs 3, 3.1, 3.2 and 3.3 to Simona Ballabio, paragraph 4 to Rossella Luca, paragraph 5 to Lorenzo 
Maraviglia. 
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population forecasts that take into account changing demographic trends and the 
specific needs of each territory. 

In a context in which birth rates are decreasing and population distribution is 
constantly changing, it is becoming increasingly critical to forecast the number of 
students and the resources required to meet society's educational needs with greater 
precision and territorial granularity. In Italy, the National Institute of Statistics (Istat) 
forecasts a decrease of more than 1 million potential students (3-18 years) over the 
next 10 years (Istat, 2024). This scenario requires careful planning and efficient 
management of resources in the education sector. 

 
 

2. Aims 

  
This paper aims to address this challenge by focusing on the implementation of a 

policy tool based on a standardised, robust, accessible and simple methodology to 
estimate the future composition of the student population, as well as class and 
staffing levels, in different types of schools and at sub-regional level. In particular, 
a tool that, using data from official statistics, can be easily applied across the country 
with a level of disaggregation of estimates at provincial and sub-provincial levels. 

The work is the result of a collaboration between institutions, including 
researchers from Istat Lombardy, the Union of Italian Provinces and INVALSI. It 
aims to explore the challenges and opportunities that the emerging demographic 
scenario presents for local and national political strategies in the field of education 
and more broadly for the design of sustainable development strategies. It is part of 
the broader analysis of statistical measures by Goal of the European Union's 2030 
Agenda, specifically referring to Goal 4: "Quality education for all. Provide quality, 
equitable and inclusive education and promote lifelong learning opportunities for 
all”. 

The proposed forecasting tool is characterized by several distinctive features. 
First, it relies on reliable and consolidated data, drawing from sources such as Istat 
and the Ministry of Education and Merit (Miur) to ensure robustness and reliability. 
Second, the statistical model is designed to be intuitive and easily applicable, 
allowing the offices of the National Statistical System (Sistan) to implement it 
independently with minimal resource investment. Additionally, the model offers 
national coverage and territorial granularity, enabling forecasts to be extended across 
the entire Italian territory. This includes detailed predictions of the student 
population at a sub-provincial level, down to the scale of school autonomy and 
individual municipalities, thereby providing a comprehensive view of educational 
needs and regional disparities. This detailed granularity supports targeted, data-
driven planning that transcends administrative boundaries. Finally, the model 



Rivista Italiana di Economia Demografia e Statistica 205 

 
addresses the limitations of previous approaches, which were often partial or 
localized, by offering a unified and consistent statistical framework that is applicable 
nationwide (Filippi & Migliore, 2020; Molina, 2018). 

In addition to explaining in detail the methodological aspects underlying the 
proposed policy tool, this article presents some initial results of its application in the 
province of Mantova. This example illustrates the tool's potential in supporting local 
policies in the medium and long term in the field of education (of school sizing) and 
in the field of school buildings (of building sizing and interventions for the 
innovation, adaptation and safety of institutions). 

 
 

3. Data and methods 

 

Starting with the data from individual municipalities, the tool enables predictive 
estimates by school grade (up to secondary schools) for the student population, for 
the number of classes/sections and finally for the number of places/chairs needed to 
ensure basic teaching. 

Initial estimates are made at the municipal level, but further aggregations can be 
performed by grouping neighbouring municipalities, school districts, and provinces. 
The choice of aggregation level depends on the estimates' uncertainty and, 
secondarily, on what is considered most suitable to support potential local social 
policy decisions. 

The data underlying the model are the experimental regional and municipal 
demographic forecasting statistics produced by Istat2, complemented by 
demographic statistics always from Istat3 and data from Miur surveys on enrolment 
numbers, enrolment types, and class numbers for Infancy, Primary, and Secondary I 
and II grade schools4. 

In the application of the tool, data from Istat's projections of the resident 
population as of January 1 2022 were used, assuming a median scenario. It is 
important to be aware of the limitations and uncertainties of Istat's demographic 
forecasts: while they ensure overall consistency, they are based on specific 
assumptions about demographic behaviours regarding birth rates, mortality rates, 
and migration, which may differ from actual data5. Additionally, the specific 
application includes assumptions about school participation and organization. The 
forecasts thus represent a "what-if" exercise based on realistic assumptions that may 

                                                      
2 https://www.istat.it/statistica-sperimentale/previsioni-demografiche-comunali-1-gennaio-2021-2031/  
3 https://demo.istat.it/app/?i=POS&l=it  
4 https://dati.istruzione.it/espscu/index.html?area=anagStu  
5 For details on the methodologies used for the estimates, please refer to the methodological note 
produced in support of the released data (Istat, 2023). 

https://www.istat.it/statistica-sperimentale/previsioni-demografiche-comunali-1-gennaio-2021-2031/
https://demo.istat.it/app/?i=POS&l=it
https://dati.istruzione.it/espscu/index.html?area=anagStu
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not be empirically confirmed due to unforeseen changes in individual or 
organizational behaviours. For instance, the estimate of class numbers is based on 
the current average number of students per class, but this number could change to 
improve educational quality offer. Forecasts become more uncertain the further they 
are from the baseline, especially in smaller geographic areas. Therefore, we limit our 
predictive estimates to 10 years after the base year, up to 2032. The further we move 
from the base year, the more the values should be considered as approximations 
rather than precise estimates. 

 

 

3.1 Estimated student population 

 

The proposed tool consists of three consequential steps. The first step is the 
estimation of the student population, based on projections of the resident population 
in different age groups (corresponding to schools of different grades) and the 
participation rate.  

The formula for this calculation is: 

 
 

 
Therefore, data from the resident population projections for individual 

municipalities and specific age groups are used first. The estimates at supra-
municipal level, on the other hand, are the result of aggregations.  

Four age groups were considered: 
 

o 3-5 years, representing potential Infancy school students; 
o 6-10 years, representing potential Primary school students; 
o 11-13 years, representing potential Secondary I grade school 

students; 
o 14-18 years, representing potential Secondary II grade school 

students. 
 

Since some residents might attend schools outside their local area of residence 
and because Infancy and Secondary school (for students aged 17 and over) are not 
compulsory, the estimated student population was calculated by multiplying the 
population forecasts for the different age groups considered with their relative 

𝑁° 𝑜𝑓 𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 = 𝐷𝑒𝑚𝑜𝑔𝑟𝑎𝑝ℎ𝑖𝑐 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑠 𝑝𝑒𝑟 𝑎𝑔𝑒 𝑔𝑟𝑜𝑢𝑝 (𝑚𝑢𝑛𝑖𝑐𝑖𝑝𝑎𝑙𝑖𝑡𝑖𝑒𝑠)    ∗    𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 
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participation rates. These rates, calculated at territorial level6, represent, for each 
school grade, the arithmetic mean of the last 4 years of the ratio between the number 
of enrolled students and the population of the age groups corresponding to the school 
grade on 1 January. For our application, with 2022 as the base year, the school years 
considered are 2018/19, 2019/20, 2020/21 and 2021/22, with the population at 1 
January 2019, 2020, 2021 and 2022. 

Assuming stable schooling rates over time, changes in the number of enrolled 
students at different education levels primarily depend on demographic dynamics 
incorporated in Istat's resident population projections (Istat, 2023). Future 
projections of the student population are mainly influenced by migration flows and, 
to a lesser extent, birth and death rates. Given the age brackets considered, errors in 
the estimates due to variations in mortality rates are negligible, while variations in 
birth rates, though more uncertain, are limited, affecting only Infancy and Primary 
school children. 

 

 

3.2 Estimating classes/sections 

 

The second step in constructing the model involves estimating the number of 
classes or sections, depending on the school grade. 

The formula for this calculation is: 

 
 
 
 
To estimate the number of classes, the student population estimated in the 

previous step is divided by the average number of students in a class, per school 
grade present at provincial level7, calculated as the arithmetic mean of the last 4 
years. The average number of students per class is determined, using data available 
on the Miur website, as the ratio of enrolments to the number of classes. This 
calculation helps determine how many classes/sections are needed based on the 
expected number of students and the average class capacity in the province, 
assuming that the average number of students per class remains constant over time.  

 

                                                      
6 For regional estimates the regional participation rate was calculated, for provincial and sub-provincial estimates 
the provincial participation rate. 
7 For regional estimates, the regional value was used. 

Classes/sections= 𝑛° 𝑜𝑓 𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 𝑝𝑒𝑟 𝑔𝑟𝑎𝑑𝑒 𝑜𝑓 𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛𝝁 (𝑛° of students per class per grade of education of a.s.  2018/19,   2019/20,   2020/21,   2021/22) 
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3.3 Estimating posts/chairs  

 

Variations in the number of classes translate into variations in the number of 
places/chairs needed. The number of places (at Infancy and Primary schools) or 
chairs (at Secondary schools) in the workforce depends on several factors, primarily 
the number of classes formed.  

This estimate provides an idea of the minimum number of teachers needed to 
guarantee basic classroom coverage. Additional staff, such as specialists, educators, 
and support teachers, are not estimated due to policy dependencies and the 
unavailability of forecast data for children and young people with disabilities, and 
therefore with special educational needs. 

The number of required teachers would increase if the number of classroom hours 
for students increased, a factor dependent on policy considerations and a balance 
between educational supply and individual preferences. For example, in Lombardy, 
there is considerable variability in the average number of hours Primary school 
students spend in the classroom. It is worth considering whether this reflects 
individual preferences or constraints defined by the educational offer. 

To calculate the number of teachers needed to guarantee basic education, with 
the caveats just considered, the formula is used: 

 
 
 
 
Once the number of classes is obtained, it is multiplied by the ratio of the actual 

school hours to the contractual hours of a full-time teacher in the public sector (cfr. 
National Collective Labour Agreement of personnel in the Education and Research 
sector Period 2019-2021). 

The actual school timetable, which reflects the planned hours of lessons for 
students, is determined from various sources. For Infancy and Primary schools, it is 
calculated as an arithmetic average of the weighted average of the actual enrolments 
in the various timetable schemes currently offered by the school system over the last 
four years. For lower and upper Secondary schools, an average of 30 hours of lessons 
per week is adopted. 

Teachers' contractual hours, representing the number of teaching hours in their 
employment contracts, are: 

 
o 25 hours for Infancy schools; 
o 22 hours for primary schools; 
o 18 hours for I and II grade Secondary schools. 

Places/chairs =  𝑐𝑙𝑎𝑠𝑠𝑒𝑠/𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑠 ∗ 𝝁 (𝑠𝑐ℎ𝑜𝑜𝑙 𝑡𝑖𝑚𝑒𝑡𝑎𝑏𝑙𝑒 𝑏𝑦 𝑔𝑟𝑎𝑑𝑒 𝑜𝑓 𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 𝑜𝑓a.s. 2018/19, 2019/20, 2020/21, 2021/22)°𝐶𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑢𝑎𝑙 ℎ𝑜𝑢𝑟𝑠  
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4. Results 

 
To highlight the model's potential, we present an application in Lombardy, in the 

province of Mantova and in two school districts within the province. The tool 
provides an overall view of future trends, allowing for the identification of the unique 
characteristics of different territories.  

More operationally, it determines the student population, the number of classes, 
and the consequent number of chairs needed for a specific year in a given area. 

Estimating the student population over the next decade allows for a detailed 
analysis of trends in both Lombardy and the province of Mantova.  

While the overall patterns in these regions are similar, there are notable 
differences. In Mantova, the decline in primary school students occurs slightly earlier 
than in Lombardy as a whole. Meanwhile, the growth in the Upper Secondary student 
population is more pronounced in Mantova, with the eventual decline delayed by a 
couple of years compared to the broader Lombardy context. 

These regional and provincial trends, however, do not fully capture the important 
local variations that become apparent when examining specific school districts. 
Incorporating these territorial specificities into provincial and regional educational 
policies is critical. For instance, in the Asola district, a sharper decline in preschool 
enrollment is observed, while in Suzzara, the contraction of secondary school 
students is more prominent. However, Suzzara also experiences a notable short-term 
expansion in its secondary school population, surpassing the growth seen in both 
Asola and the broader Mantova territories (Fig. 1). 

These localized variations emphasize the need for tailored policies that address 
the unique demographic shifts occurring within individual districts, ensuring that 
educational planning is responsive to the evolving needs of each area. 

However, these trends should be analyzed beyond just numbers. It is essential to 
consider how local socioeconomic factors, migration patterns, and birth rates 
influence these shifts. For instance, declining student populations in some areas 
could signal broader demographic challenges such as aging populations or outward 
migration of younger families. Conversely, growth in certain student age groups, like 
Upper Secondary in Mantova, may necessitate further investment in schools, 
teachers, and training programs to ensure educational standards are maintained. 
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Figure 1  Variation in student population by age groups in Lombardy, Province of Mantova, 

district of Asola and district of Suzzara. Index numbers (2022=100). 

   

  

 
For planning purposes, the model is particularly useful as it can quantify, in 

terms of order of magnitude, the future population of specific years, as well as the 
number of classes/sections and places/chairs, with their variations for each school 
grade at different territorial levels. As an example, we report the estimates for the 
2029/30 school year (Tables 1, 2 and 3). In this time span Lombardy will see a 
decrease of almost 161 thousand students and the province of Mantova of more than 
6 thousand, with a relative variation of 11.7%. The relative contraction in the two 
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districts considered is even more substantial. In the various territorial levels 
considered, the greatest decreases are observed in Primary and First grade Secondary 
schools. 

 
Table 1  Forecast of student population in a.s. 2029/30 by age groups. Absolute variation 

(a.v.) and relative variation (r.v.). 

  

Lombardy Prov. Mantova Distr. Asola Distr. Suzzara 

b.y.* 
a.v. 

(r.v.) 
b.y.* 

a.v. 
(r.v.) 

b.y.* 
a.v. 

(r.v.) 
b.y.* 

a.v. 
(r.v.) 

3-5 | Infancy 22,4752 -21,304 9,237 -774 1,157 -147 1,155 -71 

  (-9.5)   (-8.4)   (-12.7)   (-6,1) 

6-10 | 
Primary 

440,324 -80,463 17,754 -3,410 2,127 -415 2,260 -434 

  (-18.3)   (-19.2)   (-19.5)   (-19.2) 

11-13 | 
Secondary I 
grado 

294,531 -44,843 11,866 -1,989 1,414 -209 1,614 -409 

  (-15.2)   (-16.8)   (-14.8)   (-25.3) 

14-18 | 
Secondary 
II grado 

412,268 -14,308 14,805 -125 1,797 -68 1,919 -90 

  (-3.5)   (-0.8)   (-3.8)   (-4.7) 

Total 1,371,875 - 53,663 -6,299 6,496 -840 6,948 -1,004 

  (-11.7)   (-11.7)   (-12.9)   (-14.5) 
* Frequencies in the base years (=2022) 

 

Table 2  Forecast of classes/sections by age groups in Lombardy, Province of Mantova, 

district of Asola and district of Suzzara.  Estimated of absolute variation. 

  

Lombardy Prov. Mantova Distr. Asola Distr. Suzzara 

b.y.* v.a. b.y.* v.a. b.y.* v.a. b.y.* v.a. 

3-5 | Infancy 10,218 -969 410 -34 51 -7 51 -3 

6-10 | Primary 22,085 -4,036 920 -177 110 -22 117 -23 
11-13 | Secondary I 13,651 -2,078 545 -91 65 -10 74 -19 
14-18 | Secondary 19,538 -678 733 -6 89 -3 95 -4 

Total 65,491 -7,761 2,608 -309 316 -41 338 -49 
* Frequencies in the base years (=2022) 

 

Table 3  Forecast of posts/chairs by age groups in Lombardy, Province of Mantova, district 

of Asola and district of Suzzara. Estimated of absolute variation. 

  

Lombardy Prov. Mantova Distr. Asola Distr. Suzzara 

b.y.* v.a. 2030 b.y.* v.a. b.y.* v.a. b.y.* v.a. 

3-5 | Infancy 16,980 -1,610 665 -56 83 -11 83 -5 

6-10 | Primary 33,821 -6,180 1,237 -238 148 -29 157 -30 
11-13 | Secondary 22,752 -3,464 908 -152 108 -16 123 -31 
14-18 | Secondary 32,563 -1,130 1,222 -10 148 -6 158 -7 

Total 106,116 -12,384 4,032 -456 488 -61 522 -74 
* Frequencies in the base years (=2022) 
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5. Conclusion and limitations of the study 

 
The proposed statistical forecasting tool presents several key strengths. One of its 

primary advantages is its accessibility and practicality, as it relies on publicly 
available data and clear, easily understandable assumptions. This makes the model 
straightforward to implement, even for organizations with limited resources. 
Another notable strength is its reliability and methodological soundness. By using 
official data and established statistical methods, the model ensures that the forecasts 
are both robust and reliable. Additionally, the tool offers spatial granularity, allowing 
for detailed forecasts at both municipal and provincial levels of school autonomy. 
This capability supports targeted planning that can be adapted to the specific needs 
of each territory. 

These attributes make the model a valuable resource for local and national school 
supply planning. This is especially relevant at the local level, where local authorities 
(municipalities and provinces) make many decisions regarding the management of 
school buildings. The introduction of solid forecasting elements concerning student 
population size and the consequent need for educational resources (teachers, 
classrooms, facilities) can rationalize and improve the efficiency of decisions that 
might otherwise be made erratically or based on partial considerations. 

The current formulation of the model presents several limitations that should be 
addressed to improve its effectiveness as a tool for educational planning. One 
significant gap is the lack of insights into preferences regarding study directions at 
the upper secondary school level, such as high school, technical, vocational, and 
IeFP paths. While incorporating these preferences into a forecasting model is 
challenging, it is essential for decision-makers. A possible approach could be to 
combine demographic forecasts with trends in study path selection to better capture 
these dynamics. Another limitation involves the impact of citizenship and migratory 
background, as educational choices and course preferences are closely tied to these 
factors. Families of foreign origin, often concentrated in specific areas, have a 
notable influence on school behavior, birth rates, and migration patterns. Including 
elements related to immigrant populations in the forecasting model would provide a 
more comprehensive understanding of these influences. Additionally, while the 
demographic trends underlying the model—such as birth, death, and migration 
rates—are relatively stable in the short term, some school planning decisions, such 
as constructing new schools, require a longer-term perspective and are difficult to 
reverse. Therefore, the model's forecasts should not be seen as purely quantitative 
inputs but rather as tools to highlight an area's demographic and social characteristics 
and to facilitate continuous monitoring of developmental trends. 

 
 



Rivista Italiana di Economia Demografia e Statistica 213 

 
References 
 
FILIPPI M., MIGLIORE M.C. 2020. La popolazione scolastica e le forze lavoro nei 

prossimi 10 anni in Piemonte. Torino: Regione Piemonte - IRES Piemonte. 
ISTAT 2023. Previsioni demografiche comunali 1 gennaio 2022-2042 – Nota 

Metodologica. Istat: retrieved from 
https://www.istat.it/it/files//2022/08/Previsioni-comunali-nota-metodologica-
2023.pdf 

ISTAT 2024. Previsioni della popolazione - Anni 2023-2080. Istat: retrieved from  
https://esploradati.istat.it/databrowser/#/it/dw/categories/IT1.POP.1.0/POP_DEM
OPROJ/DCIS_PREVDEM1/IT1.165_889_DF_DCIS_PREVDEM1_1.1.0  

MOLINA S. (Eds.) 2018. Scuola, Orizzonte 2028 Evoluzione della popolazione 

scolastica in Italia e implicazioni per le politiche. Fondazione Agnelli: retrieved 
from  https://www.fondazioneagnelli.it/wp-content/uploads/2018/04/Fondazione-
Agnelli-Demografia-scolastica-2028-Report.pdf 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
______________________ 

Simona BALLABIO, Istat, Sede della Lombardia, ballabio@istat.it 
Rossella LUCA, Provincia di Mantova, rossella.luca@provincia.mantova.it 
Lorenzo MARAVIGLIA, INVALSI, lorenzo.maraviglia@invalsi.it 
Alberto VITALINI, Istat, Sede della Lombardia, vitalini@istat.it 

https://www.istat.it/it/files/2022/08/Previsioni-comunali-nota-metodologica-2023.pdf
https://www.istat.it/it/files/2022/08/Previsioni-comunali-nota-metodologica-2023.pdf
https://esploradati,istat,it/databrowser/#/it/dw/categories/IT1.POP.1.0/POP_DEMOPROJ/DCIS_PREVDEM1/IT1,165_889_DF_DCIS_PREVDEM1_1,1,0
https://esploradati,istat,it/databrowser/#/it/dw/categories/IT1.POP.1.0/POP_DEMOPROJ/DCIS_PREVDEM1/IT1,165_889_DF_DCIS_PREVDEM1_1,1,0
https://www.fondazioneagnelli.it/wp-content/uploads/2018/04/Fondazione-Agnelli-Demografia-scolastica-2028-Report.pdf
https://www.fondazioneagnelli.it/wp-content/uploads/2018/04/Fondazione-Agnelli-Demografia-scolastica-2028-Report.pdf
https://www.fondazioneagnelli.it/wp-content/uploads/2018/04/Fondazione-Agnelli-Demografia-scolastica-2028-Report.pdf
https://www.fondazioneagnelli.it/wp-content/uploads/2018/04/Fondazione-Agnelli-Demografia-scolastica-2028-Report.pdf
https://www.fondazioneagnelli.it/wp-content/uploads/2018/04/Fondazione-Agnelli-Demografia-scolastica-2028-Report.pdf
mailto:vitalini@istat.it


214 Volume LXXIX n.3 Luglio-Settembre 2025 

 
 



Rivista Italiana di Economia Demografia e Statistica Volume LXXIX n.3 Luglio-Settembre 2025 

 

INTERREGIONAL MOBILITY OF UNIVERSITY STUDENTS IN ITALY:  

THE IMPACT OF UNIVERSITY’S POLICIES AND SIZE ON THE 

ATTRACTIVENESS OF REGIONS 
 

Thaís García-Pereiro, Anna Paterno, Raffaella Rubino 
 
 
 

Abstract. The interregional mobility of students to Italian universities represents a complex 
and constantly evolving phenomenon of growing importance within the context of the 
country’s higher education landscape. Several studies have been conducted to analyse 
underlying causes, current trends and wider implications of this phenomenon.  
The article aims to analyse universities' attractiveness at the regional level, disaggregating 
data according to students’ gender and type of degree course. This study also assesses the 
influence of policy interventions and the size of universities on universities’ capacity to 
attract more students. The macro-data were extracted from the National Student Registry of 
MIUR Cineca. In particular, the first dataset was extracted from the “students” section with 
various levels of territorial disaggregation, and the second from the “contributions and 
interventions” section. Applying a linear regression model, it was possible to identify the 
main areas for policy intervention and to assess the extent to which the size of universities 
can generate a greater inflow of students to certain regions. The results of this research can 
contribute to understanding the dynamics shaping higher education in Italy and enrich the 
perspective of higher education policymakers. 
 
1. Introduction 

The study of university student mobility is of central importance to the analysis 
of the role that universities play in regional development. In particular, the term 
interregional student mobility is used to describe the temporary movement of 
individuals from one region to another within the same nation across regions for the 
purpose of attending educational institutions at the post-secondary level (Attanasio 
et al., 2020).  

The analysis of internal university mobility in Italy is based on the examination 
of aggregated administrative data. These data are accessible in two ways: either 
through the National Student Registry of the Ministry of Education, Universities and 
Research (ANS, hereinafter) or by consulting individual data from the archives of 
each university, which are organized according to different spatial scales (regional, 
provincial and municipal levels). The studies conducted thus far, based on ANS data, 
have employed indicators of outgoing (from the region of residence) and incoming 
(to the region of study) mobility (CNVSU, 2011; ANVUR, 2018). These studies 
have demonstrated that the direction of Italian university student mobility is 
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predominantly unidirectional, with students mainly moving from the South to the 
Centre-North (Enea and Attanasio, 2019). Furthermore, northern regions have the 
greatest capacity for retaining graduates (ISTAT, 2010). This is evidenced by the 
tendency of southern students who graduate from universities in the Centre-North to 
eschew returning to their region of origin, instead remaining in the cities where they 
pursued their studies (Dotti et al., 2013; SVIMEZ, 2014; Vecchione, 2017). 

As posited by Strozza (2010) and Impicciatore (2017), these are migrations in 
progress, denoting mobility toward graduation and subsequently the movement of 
graduates toward their initial employment opportunities. 

Research on student mobility in Italy indicates that mobility for study purposes - 
defined as the propensity to pursue one's studies in a province or region other than 
the own - is driven primarily by certain conditions present or absent in the macro-
area of origin (Ordine and Rose, 2007; Dal Bianco et al., 2009). Strozza (2010) posits 
that student mobility is driven primarily by certain conditions present or absent in 
the macro-area of origin. For instance, the absence of universities able to meet local 
demand has been identified as a significant factor influencing student mobility 
(Bruno and Genovese, 2008). 

Bruno and Genovese (2012) put forth an origin-bound gravity model for the 
analysis of student flows at the regional level. The relative attractiveness of each 
region (i.e., the capacity of a region to draw students from another region) is 
determined by a score that considers the quality of services provided by universities 
in that region and the level of social, economic, and cultural well-being characteristic 
of that region. 

The striking disparities between regions (in favour of northward mobility) in the 
proportion of individuals who have opted to pursue a course of study available at an 
Athenaeum outside their region of origin raise questions about the underlying causes. 
These disparities are the result of external factors, such as differences in social 
composition and the geographic distribution of enrolees raises the question of 
whether there are real university effects, whereby some universities - due to the 
quantity and size of the Athenaeum, as well as the policy interventions adopted in 
favour of the greater reception of off-campus students, known as movers1 - induce a 
greater and more consistent attraction to different locations than others.  

With regard to Ateneo initiatives that may encourage greater numbers of off-site 
students to enrol, a study by Hossler et al. (2009) posits that financial assistance and 
opportunities for academic collaboration are key factors in enhancing the probability 
of student enrolment. Financial grants can alleviate financial constraints, while 
academic collaborations can enrich the overall educational experience. However, as 
                                                      
1 In Italy, the terms movers and stayers are employed in academic literature to differentiate between 
off-site university students who relocate for educational purposes and those who remain in their place 
of origin (Martini e Romano, 2017; Ciriaci e Muscio, 2011; Dotti et al.; 2013). 
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evidenced by the findings of Baum and Ma (2007), interventions that are specifically 
focused on housing subsidies may, while reducing the overall cost of student 
expenditures, fail to enhance the appeal of the institution in question. This is likely 
due to the influence of other environmental and quality-of-life factors (such us 
safety, access to public transportation, cost of living, professional opportunities, 
natural and green spaces and climate) 

In their analysis of the impact of institution size on student integration and 
satisfaction, Berger and Milem (2000) employed a variety of methodological 
approaches. The researchers discovered that larger institutions often provide a 
plethora of resources and opportunities, yet they may also be perceived as less 
attractive due to the sense of anonymity and the challenge of accessing 
individualized support. Pascarella and Terenzini (2005) propose that smaller 
institutions tend to offer a more personalized and supportive environment, which 
may enhance their appeal for some students. However, the dearth of resources and 
opportunities in comparison to larger institutions may ultimately limit their overall 
attractiveness. 

In this intricate context, studies have also demonstrated that in regions with a 
greater number of institutions, there is a heightened level of competition, which can 
enhance the provision of services and subsidies to attract students (Hoxby, 1997).  

Based on the literature, we pose two research questions that this contribution 
endeavours to address. 

RQ1: Based on the regional distribution, which universities are the most 
attractive? Do mobile university students exhibit differences in terms of gender or 
degree path preference (e.g., bachelor's, master's, etc.)?  

RQ2: To what extent can Ateneo policies that aim to support off-campus students 
with scholarships, grants, housing, etc., effectively encourage more students to enrol 
in an Ateneo located in a different region from their home region? Additionally, how 
does the size of the universities influence this phenomenon? 

 
2. Data and method 

This paper employs macro-data from the National Student Register, an 
administrative database established by Law 170/2003 and implemented by 
Ministerial Decree 9/2004. 

The initial dataset (“students” section of the Register) encompasses the two 
academic year intervals between 2021- 2022, and 2022- 2023. It includes regional-
level data, disaggregated by gender, region of origin, region of destination, and 
degree program chosen.  

The second dataset was derived from the “contributions and interventions” 
section of the National Student Registry and pertains to the number of interventions 
conducted by universities during the 2022-23 academic year. 
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A specific Attractiveness Index was constructed to observe interregional student 

mobility in Italy. The Attractiveness Index (AIi) provides a measure of the proportion 
of off-campus students who enrol in a specific Italian region in comparison to the 
total number of students enrolled2 in all Italian regions. 𝐴𝐼𝑖 = 𝑁𝑜𝑠_𝑖∑𝑗=1 𝑛 𝑁𝑜𝑠_𝑗 𝑥 100 (𝑖 = 1,2,3 … , 𝑛 = 20); (𝑗 = 1,2,3 … , 𝑛 = 20) 

The location of the institution is as follows: the term N_(os_i) represents the 
number of off-site students enrolled in region i. The sum of the total number of 
students enrolled in each region (both local and off-site) is represented by ∑𝑗=1 𝑛 𝑁𝑜𝑠_𝑗. 

A linear regression model (Ordinary Least Squares) was estimated to investigate 
the impact of Athenaeum initiatives on the appeal of regions with regard to the 
number of off-site students enrolled. The model correlates the indicator of regional 
attractiveness with the university’s interventions and size in terms of capacity. The 
dependent variable of the model is the Attractiveness Index and it includes several 
independent variables related to the number of students who benefit from 
interventions enrolled in first- and second-level degree programs, aggregated by type 
of Athenaeum intervention and the size of the Athenaeums. 

The formula for a linear regression model (OLS) can be expressed as follows: 𝐴𝐼𝑖 = 𝛽0 + 𝛽1 ∙ 𝑈𝑃 + 𝛽2 ∙ 𝑈𝑆 + 𝜖 

where the indicator 𝐴𝐼𝑖 is used to quantify the relative attractiveness of regions. 
UP represents the impact of university interventions, specifically policies enacted by 
the institution. US represents the size in terms of capacity. 𝛽0 is the intercept of the 
model, and β₁ and β₂ are the regression coefficients. The term ε represents the error 
term. 

Next, we included fixed effects to the model using Italian geographical macro-
areas (North, Centre, and South-Islands). The categories of the macro-area are 
included as dummy variables to account for any systematic variations in the 
dependent variable (AI) across macro-areas. Reference formula can be expressed as 
follows: 
 𝐴𝐼𝑖 = 𝛽0 + 𝛽1 ∙ 𝑛104 + 𝛽2 ∙ 𝑛101 + 𝛽3 ∙ 𝑛81 + 𝛽4 ∙ 𝑛94 + 𝛽5 ∙ 𝑛92 + 𝛽6 ∙ 𝑚𝑒𝑔𝑎 + 𝛽7∙ 𝑏𝑖𝑔 + 𝛽8 ∙ 𝑚𝑒𝑑𝑖𝑢𝑚 + 𝛽9 ∙ 𝑠𝑚𝑎𝑙𝑙 + 𝛽10 ∙ 𝑛𝐴𝑡𝑒𝑛𝑒𝑖 + 𝛽11 ∙ 𝑚𝑎𝑐𝑟𝑜 + ϵ 

 

                                                      
2 Student enrolled in a degree course in academic year t/t+1: a student enrolled in a degree course in 
academic year t/t+1 on 31/7/t+1. 
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The variables pertaining to the University’s policy interventions in favor of non-

resident students are as follows: additional subsidies; soft loans provided by the ICC; 
part-time collaborative activities; scholarships, except for postgraduate grants, which 
are reported in the appropriate section; grants for accommodation; allocated 
accommodation places. 

The following variables (treated dichotomously) consider the size3 of the 
universities in question: the term mega university is used to describe institutions with 
an enrollment of over 40,000 students. The category large encompasses universities 
with an enrolled number of students between 20,000 and 40,000. A university is 
considered medium-sized if it has an enrolled number of students between 10,000 
and 20,000. A university is classified as small if its enrolled student population is 
less than 10,0004. 
 
3. Results: attractive regions 

A review of the Italian regions reveals considerable heterogeneity in the 
phenomenon of university student mobility (Figure 1a). The data for the 2021-2022 
and 2022-2023 academic years indicate that Trentino-Alto Adige has the highest 
number of out-of-town university students. The Attractiveness Index (𝐴𝐼𝑖) for these 
regions is as follows: Molise (62.8%), Emilia-Romagna (48.2%), Lazio (44.5%) (see 
Figure 1a). These regions are notable for their capacity to attract students from other 
parts of Italy, which serves to underscore the significance of their educational 
institutions and the opportunities they provide to students. 

Trentino-Alto Adige, which exhibits the highest level of attractiveness, 
demonstrates a noteworthy capacity to attract students from across the country. 
Notwithstanding its relatively modest size and population, Molise has an AI of 49%. 
Emilia-Romagna recorded a 48.2% IA and Lazio 44.5%5.  

The data on the Attractiveness Index (𝐴𝐼𝑖) at regional level by gender (Figure 
1b&c) for the academic years 2021-2022 and 2022-2023 indicates that in the region 
of Valle d'Aosta, 47.3% of out-of-residence university students are female and 
29.3% are male. In Veneto, 32.2% of students attending courses off-campus are 
female, while 24.1% are male. In Basilicata, 31.4% of students attending courses 
off-site are female, compared with 19.2% male. These data demonstrate that female 
students are more likely to be mobile than male students in these regions. 

                                                      
3 For the classification of the size of the universities, the classification used by Center for Social Investment 
Studies (CENSIS) was considered. 
4 Variables related to the size of the university have been treated as categorical because the original data 
provide this information this format. 
5 Please refer to CENSIS (Center for Social Investment Studies): Annual reports on the quality of Italian 
universities and trends in student mobility. 
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Figure 1  Attractiveness Index (𝑨𝑰𝒊) at the regional level (a), for females (b), and males (c), 

for the a.y. 2021-’22 to 2022-’23. 

 
Source: own elaborations based on ANS data. 

 

As shown in Figure 2, most female university students relocate to other regions 
to pursue master's degree programs, which serves to illustrate a notable trend in 
academic gender mobility. According to the data, 16.3% of female students relocate 
to Trentino-Alto Adige, 13.8% to Emilia-Romagna and 13.3% to Veneto to attend 
master's degree.  

The mobility of students pursuing three-year degree courses is more limited and 
concentrated mainly in Centre Italy, with Lazio registering a significant percentage 
of 26% (Figure 2a). 

Figure 2  Attractiveness Index (𝑨𝑰𝒊) at the regional level by type of degree program for 

females: (a) Bachelor’s degree, (b) Master’s degree, (c) Single-cycle Master’s 
degree, for the a.y. 2021-’22 to 2022-’236.  

 
Source: own elaborations based on ANS data. 

                                                      
6 The map regarding the Attractiveness Index of old-school degree programs has been omitted because the data show 
no significant differences between regions, neither in number of students nor in gender distribution. 
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Many male university students in Italy relocate to other regions to enrol on three-

year degree courses (Figure 3a). This trend in academic mobility is particularly 
evident in Trentino-Alto Adige (33.9%), Lazio (32.7%) and Emilia-Romagna 
(26.5%), where the majority of students choose to pursue their degree courses.  

Conversely, mobility for master's degrees is constrained and predominantly 
concentrated in Northern Italy, with Trentino-Alto Adige accounting for a notable 
proportion of 18.7% (Figure 3b). The mobility of students pursuing single-cycle 
Master's degrees and degrees from the old system is relatively low and confined to a 
single region. This may be attributed to the fact that these courses necessitate a long-
term commitment, frequently at the same institution, which renders relocation to 
another region a less viable or appealing option.  

Figure 3  Attractiveness Index (𝑨𝑰𝒊) at the regional level by type of degree program for 

males: (a) Bachelor’s degree, (b) Master’s degree, (c) Single-cycle Master’s 
degree, for the a.y. 2021-’22 to 2022-’23.  

 
 

 Source: own elaborations based on ANS data. 
 

4. The impact of university policies and size on the attractiveness of Italian 

regions 

The analysis of the data indicates that only a limited number of university 
interventions were identified as having a significantly positive influence on the 
mobility of out-of-state students. In particular, the results of the regression model 
(Table 1, M1) indicates that the effect of the number of other subsidies related to 
student merit is positive and significant. A one-unit increase in the number of 
subsidies is associated with an increase in attractiveness, indicating that subsidies 
enhance the appeal of the university (Hossler et al., 2009). The formation of 
collaborative relationships with students has been identified as a highly beneficial 
strategy. A one-unit increase in the number of such relationships is associated with 
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a 0.004-unit increase in attractiveness, indicating that these partnerships play a 
pivotal role in enhancing the university's appeal. 

The impact of policies linked to forms of contributions, such as subsidised loans 
granted by credit institutions, the allocation of scholarships, and housing 
contributions, on the university's attractiveness, is not significant. In fact, these 
policies have a negative effect on the mobility of students outside their region. 
Indeed, with regard to accommodation subsidies, an increase of one unit in 
accommodation subsidies is associated with a decrease in attractiveness of 0.05 
units, indicating that accommodation subsidies have a negative impact on the 
university's attractiveness. 

These results prompt the formulation of two categories of Athenaeum policy 
interventions. The first category of contributions is merit-based or collaborative in 
nature, requiring the student to engage in certain activities in order to obtain the 
contribution. The second category of contributions is not merit-based (e.g., 
baccalaureate grade, average exam grade) or collaborative in nature, but is based on 
income requirements. 

It is notable that most large universities, often referred to as “mega universities”, 
are situated in the northern regions of Italy. The northern and central regions of Italy 
exhibit a greater variety of universities in terms of size than their southern 
counterparts and islands. Regions such as Lombardy and Lazio which have larger 
populations, offer a wide range of academic institutions of all sizes, from small 
universities to large university centres. Conversely, smaller regions or regions with 
smaller populations, such as Valle D'Aosta and Molise, demonstrate a very limited 
presence of mostly small universities.  

In terms of the impact of university size on attractiveness, two distinct 
perspectives exist. One posits that students gravitate towards larger universities due 
to factors associated with reputation, infrastructure, and career prospects (Hoxby, 
2009). The other perspective postulates that the size of universities may be less 
attractive due to factors linked to a lack of personalised support (Berger and Milem, 
2000; Pascarella and Terenzini, 2005).  

The regression model shows a significant, negative relationship between the 
ability to attract out-of-state students and the size of universities, particularly for the 
categories of large, medium and small universities. This suggests that, compared to 
mega-universities (the reference category), smaller institutions tend to have lower 
attractiveness. However, a positive and relevant factor for regional attractiveness 
seems to be the number of universities present in a region, which appears to have a 
significant influence on the choice of out-of-town students. This result indicates that 
a greater overall supply of academic institutions contributes to making a region more 
competitive in the university landscape (Table 1, M1). 
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Table 1  Results from OLS regression models without (M1) and with macro-area fixed 

effects (M2) on the attractiveness of Italian regions, for the a.y. 2022-’23. 

 

AI_i 

M1 M2 

Coef. Str. 
Err. P>t Coef. Str. 

Err. P>t 

-N. Additional subsidies  0.000*** 0.000 0.001 0.000*** 0.000 0.000 
-N. Soft loans provided by the 
ICC  

-0.015*** 0.002 0.001 -0.015*** 0.003 0.004 

-N. Part-time collaborative 
activities  

0.005*** 0.000 0.000 0.006*** 0.000 0.000 

-N. Scholarships  -0.001** 0.000 0.026 -0.001 0.000 0.105 
-N. Grants for accommodation  -0.004*** 0.001 0.006 -0.004** 0.001 0.019 
-N. Allocated accommodation 
places 92 

0.000 0.001 0.565 0.000 0.001 0.805 

-Mega 0.219 0.666 0.751 0.344 1.013 0.745 
-Large  -2.750*** 0.570 0.001 -2.854*** 0.707 0.007 
-Medium -2.416*** 0.633 0.005 -2.401** 0.721 0.016 
-Small  -3.067*** 0.599 0.001 -3.219*** 0.851 0.009 
-Number of universities  1.540*** 0.186 0.000 1.505 0.226 0.001 
Fixed Effects  NO   YES   
North - - - - - - 
Centre - - - 0.341 0.961 0.735 
South and Islands - - - 0.270 0.746 0.730 
Intercept  1.360* 0.678 0.080 1.372* 0.921 0.187 

Source: own elaborations based on ANS data. 

Notes:  Robust  Standard  Errors:  ***  p<0.01,  ** p<0.05,  *  p<0.1.  
 

The inclusion of dummy variables for macro-areas (M2) changed some 
coefficients compared to the model without fixed effects (M1). Additional subsidies 
and subsidized loans remain significant, but the negative effect of subsidized loans 
decreases slightly. Part-time collaborative activities show a slight decrease in the 
coefficient, suggesting that differences between macro-areas partially influence the 
positive effect observed in M1. Scholarships are no longer significant in M2, while 
housing subsidies remain negative (-0.00), but with a lower coefficient than in the 
initial model. 

For university size, the coefficients for large (-2.75 to -2.85), medium (-2.41 to -
2.40) and small (-3.06 to -3.21) universities remain negative and significant, but with 
a slight reduction in magnitude. The number of universities continues to be highly 
significant (1.54 to 1.50), confirming its importance in regional attractiveness. The 
macro-area variables are not significant (Center 0.34, South and Islands 0.27), 
suggesting that, once controlled for other factors, regional differences do not 
significantly influence attractiveness.  

Comparing the two models shows that some variables, such as scholarships and 
housing subsidies, are affected when controlling for macro-areas, while others, such 
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as the number of universities or the size of universities, retain their significance 
regardless of regional differences. This approach allows the direct effects of the 
variables considered to be more precisely distinguished from the effects due to 
macroregional inequalities.    

 
5. Final remarks 

The impact of policies that facilitate interregional mobility of university students 
is a significant consideration for universities. Firstly, the mobility of students has an 
impact on the contribution income of enrolled students and the Ordinary Financing 
Fund, which is increasingly linked to the standard costs. This effect determines the 
ability of universities to finance a significant proportion of research and teaching 
activities. Consequently, it has implications for the positioning of Southern 
universities in the annual rankings of Italian universities, which influence their 
reputation, as well as being a valuable resource for attracting new students.  

The regions of the Centre-North are perceived as more attractive by both male 
and female students, particularly those pursuing professionalised courses from the 
bachelor’s degree onwards.  

The scientific literature, as discussed in the introductory paragraph, provides a 
context and theoretical support for the results observed both through the 
attractiveness index and in the regression model. This confirms that only some of the 
independent variables, in this specific case of an endogenous nature, actually 
influence the attractiveness of educational institutions. These are variables linked to 
interventions aimed at a policy of making students protagonists and not beneficiaries 
of subsidiary contributions. Furthermore, the size of the university is not a relevant 
factor of attractiveness. 

The university's policies, which are designed to provide support to students in the 
form of scholarships, grants and accommodation, are not aligned with the needs of 
students who are predisposed to engage in mobility outside of their region. The latter 
cohort likely responds to a specific profile determined by a range of external 
variables. Besides, the efficacy of these policies in facilitating access to higher 
education is questionable. While they are designed to promote welfare and equal 
opportunities, they have not had a significant impact on the student population they 
are intended to serve. 

In conclusion, targeted interventions could have a positive effect on student 
mobility, thereby enhancing the attractiveness of different Italian regions as 
destinations for higher education. Understanding these elements is crucial to develop 
effective strategies that can improve the attractiveness of educational institutions, 
promoting a more balanced distribution of students across the country. 
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DOES DISCUSSING WITH THE SUPERVISOR ENHANCE THE 

EFFECTS OF TRAINING?  
 

Valentina Ferri, Salvatore Marsiglia, Giuliana Tesauro 
 
 
 
 

Abstract. In Italy, weak economic growth is primarily due to businesses' reluctance to invest, 
hindering both human and physical capital accumulation, which are key drivers of 
productivity and innovation. The capitalization of knowledge also contributes to creating 
virtuous exchanges between trained employees and their supervisors, allowing companies to 
derive growing benefits.  
This study aims to investigate the likelihood of positive changes occurring in firms following 
training received by workers. Specifically, it examines the probability that the worker will 
experience positive changes in the company after completing the training course and in 
particular, it emphasizes the importance of discussing the training path with one's supervisor. 
To achieve these research objectives, we employ a probit model. The data from the ROLA 
survey will make it possible to analyse a significant sample of employees trained through 
Italy's largest interprofessional fund. The survey (conducted by Fondimpresa in collaboration 
with INAPP) is instrumental in understanding the impact of training funded by Fondimpresa 
and whether it achieves desired outcomes, such as supporting corporate investments, 
particularly in innovation and sustainability, and facilitating organizational and process 
innovation. This contribution demonstrates that discussing training content with the 
supervisor enhances the multiplier effects of training. The results of the estimates confirm 
that these effects are more pronounced when discussing training activities with one's 
supervisor after completing the training program. 
 

 
1. Introduction and literature review 

 
Organisational structures follow increasingly dynamic development paths to 

petachieve growth objectives (Hosseini et al., 2018). Technological innovations 
embedded in the business environment are creating a new workforce increasingly 
characterised by high knowledge standards. 

The most efficient and productive companies have highly engaged employees 
(Pourbarkhordari et al., 2016). The rapid changes brought about by organizational 
and technological innovations together require leadership capable of combining 
traditional management characteristics with growing capabilities for employee 
involvement, in teams and individually. 
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The advantage of this approach is confirmed by the existence of a positive 

association between engaging leadership and employee work engagement1  
(Firouznia et al., 2021). According to widespread literature, modern organisations 
need increasingly engaged employees. The so-called work engagement is a predictor 
of a plurality of performance indices: profit and productivity, organisational 
performance, but also elements related to service quality and customer loyalty (Sarti, 
2014). The concept of work engagement is increasingly entering into organisational 
decision-making processes (Karatepe, Demir, 2014), as the identification of ways to 
involve workers ensures the realisation of growth paths and goals, thanks to the 
establishment of a widespread climate of trust (Engelbrecht et al., 2017). 

The leadership model based on human resource development is an essential 
element in improving employee competencies, fostering and supporting creativity 
and innovation in organisations (Gilley et al., 2011). Developmental leadership is a 
driver of organisational innovation as it stimulates employee involvement and 
commitment. Despite the acknowledged importance of these aspects, as highlighted 
by Firouznia et al. (2021), there are still few studies that investigate the processes 
which enable engaging leaders to create an impact on employee performance and 
competencies. Bakker and Schaufeli (2008) emphasised the importance of Positive 
Organisational Behaviour, which helps to stimulate job involvement and career 
advancement (Luthans, 2002). Involved employees show increased energy in 
performing work and high levels of concentration (May et al., 2004). 

The analysis mentioned above reveals that participative leadership of supervisors 
is a predictor of  “employee vigor and dedication”, while instrumental leadership is 
positively correlated with employee vigor and absorptive capacity, understood as the 
total ability to concentrate on the task at hand with increased skill involvement. The 
participative approach implies that companies focus on investments to keep 
employees engaged and involved (Macey et al., 2008). Furthermore, as stated by 
Harter et al. (2002), there is a positive association between commitment and 
particular business performance metrics. It examines the relationship between 
employee satisfaction and commitment and business unit performance, finding 
significant relationships between the magnitudes considered. 

Nevertheless, the nature of many of the relationships between the variables 
considered remains to be clarified. It is recognised, for example, that engaging 
leadership plays a crucial role in fostering numerous internal company activities: 
creating connections between company areas, increasing motivation among work 
team members, encouraging a culture of continuous training and providing 
opportunities for skills development (Chaudhary et al., 2018). In particular, 
employee discussion with leaders about training outcomes is a key engagement and 
                                                      
1 “Work engagement is defined as a positive, fulfilling, work-related state of mind that is characterized by vigor, 
dedication, and absorption” (Schaufeli et al., 2002). 
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growth practice within an organisation. Therefore, engaged leaders give employees 
the opportunity to acquire new skills, increase their authority or responsibility and 
experience a challenging career (Anthony, 2017). 

However, studies have shown that work resources such as peer exchange, 
confrontation with supervisors and learning opportunities are positively associated 
with work engagement (Bakker and Demerouti, 2007; Schaufeli and Salanova, 
2007). Indeed, adequate and correct feedback facilitates learning and increases work 
competence (Meijman and Mulder, 1998). In short, work engagement leads to higher 
work performance and consolidates the results of company training by making them 
operational, thanks to continuous feedback between workers and managers 
(Kompier, 2003). 

The paper is structured as follows: the next paragraph presents the ROLA (Survey 
of Worker and Company Opinions) survey from which the data are extracted. The 
third paragraph presents descriptive statistics, the model used, and estimates with a 
territorial focus. The fourth paragraph concludes. 

  
 

2. Data and methodology  

 

The ROLA2, conducted annually, targets a representative sample of workers who 
have participated in training courses financed by Fondimpresa3 and managers who 
assume the role of training supervisors. ROLA is conducted by Fondimpresa in 
collaboration with INAPP. The survey is carried out using CAWI methodology. It 
aims to capture perceptions from the main beneficiaries of training—workers and 
companies—to assess the effectiveness and utility of training funded by 
Fondimpresa. ROLA involves online questionnaires completed by both workers and 
companies. The collected data is aggregated and used to produce the National 
Evaluative Monitoring Report (Ferri and Iencenelli, 2022; Ferri and Iencenelli, 
2024). This survey is instrumental in understanding the impact of training funded by 
Fondimpresa and whether it achieves desired outcomes, such as supporting corporate 
investments, particularly in innovation and sustainability, and facilitating 
organizational and process innovation.  

The data we will use in this work pertains to the latest available wave, that of 
2022. After explaining in descriptive terms how workers interact with their 
supervisor to discuss training, we estimate a probit model that is useful for 

                                                      
2 For further details regarding the ROLA survey please refer to Ferri and Iencenelli (2022); Ferri and 
Iencenelli (2024). 
3 Fondimpresa is a National Interprofessional Joint Fund for Continuing Training, one of the main tools 
 of financing corporate training in Italy. 
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understanding how discussing with one's supervisor can influence the probability of 
changes occurring within the company. 

 
 

3. Descriptive statistics and model estimates  
 
Synergy with manager turns out to be one of the most important aspects in 

consolidating the effectiveness of corporate training provided to employees (Tab. 1). 
This is because if the worker is the one who implements the skills acquired through 
training, the training manager plans the training courses based on the needs of the 
organization and the staff, to fill any knowledge gaps. In our sample, 46.27% of 
respondents spoke with the manager before and after training, while almost 19% 
never spoke, revealing a lack of involvement and strategic vision in management 
participation. The involvement of the entire class group4 is quite common (54.35%).  
 

Table 1  Discussion between the worker and the supervisor regarding the training 

path (frequencies and percentage). 

 

Did you talk to your manager about the training path? Freq. 
Percentage 

(%) 
Yes, before the training to discuss what it would offer  1151.2 14.31 
Yes, after training in the application of the new 
knowledge in the work activity  

1676.32 20.84 

Yes, both before and after training  3721.54 46.27 
No, never 1493.94 18.57 
Total 8043 100 

Source: Authors’ elaboration on ROLA data 2022. Note: Sampling weights applied 

 
It is an important factor because it favors a context of collaborative learning and 

constructive exchange. In this way, active participation in the teaching process is 
encouraged, increasing the motivation of individuals (Tab. 2). This is a fundamental 
process for improving work performance and organizational efficiency.  

According to the worker's classification, the data in Table 3 shows a balanced 
situation regarding the consultation both before training, to share expectations about 
the added value of the courses to be attended, and afterward for the application phase 
of the newly acquired knowledge. The noteworthy fact is that a greater share of 
middle managers (20.17%) declare that they do not share the training phase with 
their supervisors, who are the top managers. This result is attributable to the role 

                                                      
4 The class groups involved are variable depending on the company, generally there are at least four 
workers per class. It is assumed that individuals are at the same level of knowledge regarding the subject 
they are being trained on. 
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characterized by greater autonomy, including decision-making, often at the forefront 
of training decisions.   

 
Table 2  Involvement of the class group in the training process (frequencies 

and percentage). 

Class Groups Involvement Freq. Percentage (%) 

Not at all 175.27 2.18 
A little  745.77 9.26 
Enough 4375.06 54.35 
A lot 2753.90 34.21 

Total 8050 100 
Source: Authors’ elaboration on ROLA data 2022. Note: Sampling weights applied. 

 
Table 3  Discussion with the supervisor regarding the training path based on Job 

Classification (frequencies and percentage). 

Job 
classification 

Yes, before 
the training  

Yes, after 
training  

Yes, both 
before and 

after 
training  

No, never Total 

Workman 242.07 409.89 968.04 363.45 1983.45 
 12.20 20.67 48.81 18.32 100 

Office worker 787.09 1062.52 2323.43 939.42 5112.45 
 15.40 20.78 45.45 18.38 100 

Middle 
management 

122.04 203.92 430.07 191.07 947.10 

  12.89 21.53 45.41 20.17 100 
Total 1151.20 1676.32 3721.54 1493.94 8043 

 14.31 20.84 46.27 18.57 100 
Source: Authors’ elaboration on ROLA data 2022. Note: Sampling weights applied 

 

Analyzing the age groups, it emerges that 20.94% of those over 50 have never 
spoken with their supervisor about training (Tab. 4). This outcome does not 
necessarily represent a reluctance to share but it could be quite attributable, among 
other factors, to a role with greater autonomy or a lower interest in updating skills 
when nearing retirement.  

In any case, dialogue with supervisors should be promoted and supported as it 
allows for a better understanding of both the company's and individual employees' 
needs and potential, enabling the customization of training and the evaluation of its 
planned outcomes. 
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Table 4  Discussion with the supervisor regarding the training path based on 

worker’s age (frequencies and percentage). 

Age groups 

Yes, 
before 

the 
training  

Yes, 
after 

training  

Yes, 
both 

before 
and after 
training  

No, 
never 

Total 

Under 30 73.99 120.78 272.91 95.22 562.90 
% 13.14 21.46 48.48 16.92 100 
From 30 to 50 696.27 1050.51 2254.76 847.77 4849.30 
% 14.36 21.66 46.50 17.48 100 
Over 50 380.94 505.04 1193.88 550.94 2630.80 
% 14.48 19.20 45.38 20.94 100 
Total 1151.20 1676.32 3721.54 1493.94 8043 
% 14.31 20.84 46.27 18.57 100 
Source: Authors’ elaboration on ROLA data 2022. Note: Sampling weights applied 

 
The territorial analysis reveals that in Southern Italy, compared to other macro-

regions of the country, there is greater sharing of training outcomes both before and 
after the training activity (Tab. 5). This can be largely attributed to the organizational 
structure of Southern Italian companies, which is more hierarchical and personal, 
characterized by the direct and continuous involvement of supervisors in the daily 
interaction with employees to align their skills with the final objectives. 

 
Table 5  Discussion with the supervisor regarding the training path by geographic 

area (frequencies and percentage). 

Geographic 
Area 

Yes, before 
the training 

Yes, after 
training  

Yes, 
both before 

and after 
training  

No, 
never 

Total 

North 730.31 1085.15 2141.37 866.61 4823.44 
 15.14 22.50 44.40 17.97 100 

Centre 177.96 316.03 576.54 341.99 1412.51 
 12.60 22.37 40.82 24.21 100 

South 242.92 275.15 1003.64 285.34 1807.05 
  13.44 15.23 55.54 15.79 100 
Total 1151.20 1676.32 3721.54 1493.94 8043 

 14.31 20.84 46.27 18.57 100 
Source: Authors’ elaboration on ROLA data 2022. Note: Sampling weights applied 

 
Shifting the focus to the productive sectors, it is noted that in the construction 

industry, over 50% of respondents have spoken with their supervisor about training 
both before and after the courses. This percentage is nearly matched in the healthcare 
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sector (49.15%). It is worth highlighting that almost 27% of respondents in the 
transportation sector did not share their training experiences with their supervisor at 
all (Tab. 6).  

 
Table 6  Discussion with the supervisor regarding the training path by economic 

sector (frequencies and percentage). 

Economic sector 
(ateco) 

Yes, 
before the 

training  

Yes, 
after 

training  

Yes, both 
before and 

after 
training  

No, 
never 

Total 

Industrial 
manufacturing 

303.23 518.52 1151.30 479.68 2452.72 

 12.36 21.14 46.94 19.56 100 
Other 
manufacturing 

275.67 307.31 767.92 209.04 1559.95 

 17.67 19.70 49.23 13.40 100 
Construction 
and other non-
manufacturing 
enterprises. 

78.10 94.55 227.27 46.74 447.55 

 17.65 21.13 50.78 10.44 100 
Trade, hotels 
and restaurants 

105.61 182.68 436.62 125.61 850.52 

 12.42 21.48 51.34 14.77 100 
Business 
Services 

135.82 211.60 444.22 234.87 1026.52 

 13.23 20.61 43.27 22.88 100 
Healthcare 123.52 82.25 296.20 100.66 602.63 

 20.50 13.65 49.15 16.70 100 
Transportation, 
storage and 
comunication 

112.64 255.76 395.89 288.25 1052.54 

 10.70 24.30 37.61 27.39 100 
 Production and 
distribution of 
electricity, gas 
and water 

15.70 23.66 2.11 9.10 50.57 

  31.05 46.79 4.17 17.99 100 
Total 1151.20 1676.32 3721.54 1493.94 8043 

 14.31 20.84 46.27 18.57 100 
Source: Authors’ elaboration on ROLA data 2022. Note: Sampling weights applied 

 
As already introduced, a probit model was used for the analysis. The response 

variable of the model is ‘Did the employee perceive the presence of at least one 
(positive) change in the company after the training process?’. The response variable 
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is binary, equal to 1 when the individual perceives changes, and 0 otherwise.   Among 
the trained workers, 81.68% reported having noticed at least one change in the 
company, while 18.32% did not notice any change. The empirical results from the 
probit5 model in Table 7 show that talking to one's supervisor after the course 
increases the probability of positive changes6 occurring for the employee7. 

Specifically, these changes are organizational, with an increase of 25 p.p.. 
Training plays a central role in these organizational changes, contributing in various 
ways to facilitate transitions and support new company initiatives aimed at 
optimizing production times and methods. Consequently, these organizational 
changes are fundamental to increasing company competitiveness and adapting to 
market conditions. 

Furthermore (Table 7), the variable concerning the alignment of training content 
with company needs is also statistically significant; indeed, the more training meets 
the company's needs, the more it is associated with changes within the company 
(17.7 p.p.). 

It is important to note that the variable related to the duration of training courses 
is also significant. The greater the number of hours in the courses completed, the 
more likely company changes are to occur (+0.14 p.p.). A female employee 
decreases the probability of change in the company (2.8 p.p.). The number of the 
training course hours increases the probability of changes occurring in the company 
(0.1 p.p.). Moreover, being an employee of a medium-sized company decreases the 

                                                      
5 The probit model is a type of regression used to model binary outcome variables. It assumes that the 
probability of the outcome is linked to the predictors through the cumulative distribution function 
(CDF) of the standard normal distribution (Categorical Data Analysis 3rd Edition by Alan Agresti). 
STATA software was used for the analyses. 
6 In the ROLA survey the company changes considered are: Reduction of hierarchical levels; Increased 
sharing of data and information between different company areas; Greater participation in 
process/product innovation processes; Expansion of the contents of work positions, greater discretion 
and decision-making autonomy, greater participation in planning and control processes; Adoption of 
approaches such as Lean Manufacturing, Six Sigma, Agile, Total Quality Management, World Class 
Manufacturing etc.; Greater diffusion of the culture of safety at work and/or its application; Greater 
understanding and communication in a foreign language and improvement of dialogue with colleagues, 
suppliers and foreign customers; Greater awareness and effectiveness of activities that fall within the 
scope of circularity and environmental sustainability; Greater efficiency in the use of new 
operating/management systems; Improvement of processes and procedures related to quality system; 
Increase in levels of automation and/or digitalisation of processes (also through the use of applications 
for data analysis); Improvement of production activities (e.g.: welding, packaging, etc.)  
7 In the probit model, the values described are marginal effects, which indicate the change in the 
probability of the outcome for a one-unit change in the independent variable, expressed in percentage 
points (p.p.). It is important to note that if the independent variable is a proportion or a categorical 
variable (including dummy variables), the interpretation of the marginal effects will differ. 
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probability of changes in the company (-4.2 p.p.) compared to employees of smaller 
companies. 

Table 7  Probability of encountering changes in the company (beta coefficients, 

and standard errors in brackets). 

Variables                  
Company 
Changes 

  
   b/se 

Yes, before the training to discuss what it would offer (vs. 
No never) 

0.1534*** 

    [0.0323] 
Yes, after training in the application of the new knowledge 
in the work activity (vs. No never) 

0.2531*** 

    [0.0259] 
Yes, both before and after training (vs. No never)  0.2059*** 

    [0.0258] 
Women    -0.0283* 

    [0.0155] 
Involvement of Class Groups, a little (vs. Not at all)  -0.0194 

    [0.0649] 
Involvement of Class Groups enough (vs Not at all)  0.0924 

    [0.0586] 
Involvement Class groups a lot  (vs. not at all) 0.0815 

    [0.0598] 
Contents in line with company requirements, a little (vs. Not 
at all)  

-0.0645 

    [0.0972] 
Contents in line with company requirements, enough  (vs. 
Not at all)  

0.1342 

    [0.0940] 
Contents in line with company requirements,  a lot (vs. Not 
at all)  

0.1777* 

    [0.0950] 
Training Course hours   0.0014*** 

    [0.0004] 
Employees (50 to 249) (vs. up to 49)  -0.0419** 

    [0.0174] 
Employees (Over 250) (vs. up to 49)  -0.0058 

        [0.0204] 
Source: Authors’ elaboration on ROLA data 2022.  

Other variables included in the model: Educational qualification (secondary school 

diploma, Diploma, Bachelor's degree);Age; ATECO Code; Geographic Area (North, 

Centre,South); Contract classification; Econimic Sectors 

Note: Statistical significance: *** at 1%, ** at 5% and * at 10%.   Sampling weights 

applied. The total number of observations is 7,974. 
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4. Conclusions 
 

The study provides a picture of the importance of leardership in employee 
involvement within organisations and in corporate relations. The organisational 
change requires leadership that is able to combine traditional management 
characteristics with increased employee engagement skills, in teams and 
individually. There is, therefore, a positive association between engaging leadership 
and the work engagement shown by employees (Firouznia et al., 2021).  

Our research confirms what is already widely shared in the literature about the 
importance of the continuous confrontation between the functional organisational 
manager and the human resource he or she employs, both in identifying the training 
course necessary to increase performance and in enhancing the effect of the training 
administered to also bring about a possible change in job description. The greater the 
synergy, the more significantly the course increases the likelihood of changes in 
firms.  The positive effect generated by making people more involved in achieving 
the company target has a significant impact on learning levels. As is widely 
confirmed in the literature, “development leadership” is a driver of organisational 
innovation as it stimulates employee involvement and commitment. Confrontation 
with managers enables employees to experience sustainable employability through 
the delegation of challenging tasks that increase the sense of belonging and self-
efficacy (Schaufeli, 2015). In conclusion, training programs improve employees' 
skills and facilitate the implementation of innovations within the company. Our 
study shows that the benefits of such programs increase when the training results are 
shared with the manager. 
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Abstract. Over the past decade, Europe has faced significant challenges due to the increase 
in net greenhouse gas emissions and the resulting economic losses associated with climate 
change. This article focuses on a detailed analysis of the trends in such emissions, the 
economic losses incurred, and the impact of adopted environmental taxation policies. 
Utilizing data from Eurostat spanning from 2013 to 2021, our study aims to explore the 
interconnections among these factors, evaluate the effectiveness of implemented fiscal 
policies in mitigating these impacts, and examine their spatial distribution. Through the 
application of the Moran's Index, we examined the presence of spatial autocorrelation in the 
data to identify any significant geographic patterns. Results reveal that there has been a slight 
decrease in net greenhouse gas emissions across Europe from 2013 to 2021, thanks the efforts 
to curb them also through environmental taxation policies. The analysis indicates that while 
environmental taxation policies have been implemented, their effectiveness in reducing 
emissions and mitigating economic losses varies across regions. Some areas have seen more 
success in curbing emissions and minimizing economic impacts compared to others. 
 
1. Introduction 

The industrial revolution at the beginning of the 20th century led to an increase 
in global average temperature (Leggett, 2007). Today, rapid climate change is an 
urgent concern (Tashilova et al., 2019). Over the past 200 years, human activities 
have played a critical role in global warming through the greenhouse effect 
(Alirezaei et al., 2017), with emissions of gases such as carbon dioxide, methane and 
nitrous oxide resulting from high levels of industrial and economic production 
(Albergel et al., 2010), population growth, deforestation, globalisation, economic 
expansion and consumption of manufactured goods (Chen et al., 2015; Cloy et al., 
2017). Extreme weather events such as hurricanes, floods, droughts and heatwaves 
are becoming more frequent and intense (Stott, 2016). The economic impacts of 
climate change are significant, with predominantly negative effects (Tol, 2009).  
Extreme events such as hurricanes and droughts damage infrastructure, agriculture, 
and buildings, resulting in substantial economic losses for governments, businesses, 
and individuals. In agriculture, reduced productivity decreases food availability, 

driving up prices and causing economic and social instability (Su and Wen, 2023).  
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The analysis of per capita income and temperature suggests that climate can 

contribute to poverty (Masters and McMillan, 2001; Van Kooten, 2004). Low-
income countries, already vulnerable, could suffer greater economic damage due to 
rising temperatures (Dell et al., 2008). Reducing greenhouse gas emissions is crucial 
to mitigating these impacts (Zheng et al., 2019), becoming a priority on every 
country's political agenda. To this end, governments are adopting strategic and 
concerted policies aimed at environmental sustainability and climate resilience. The 
OECD recommends the use of fiscal mechanisms to protect the environment, which 
may include the introduction of new taxes, the restructuring of existing taxes or the 
reform of legislation to remove subsidies for environmentally harmful activities 
(Barde, 1999). In this context, environmental taxes play a fundamental role in 
implementing the concept of sustainable development (Wang et al., 2022).  

This analysis aims to extend academic literature by exploring the links between 
increases in net greenhouse gas emissions, economic losses due to climate change 
and the effectiveness of fiscal policies. Specifically, it investigates spatial 
autocorrelation in the data and evaluates environmental fiscal policies in mitigating 
economic impacts in Europe. The document includes the sections: "Data," 
"Methodology," "Results," and, the final section, "Discussion and Conclusions" 
provides an in-depth analysis of the results and the conclusions drawn from the 
study. 

 
2. Data 

The study uses the Eurostat time series from 2013 to 2021 to analyse greenhouse 
gases, energy taxes and climate-related economic losses. This dataset contains a total 
of 262 observations, including data on emissions of a range of greenhouse gases, 
measured in CO2 equivalents to allow a standardised comparison of their impact on 
global warming. In addition to emissions data, the study also examines energy taxes, 
which are key fiscal instruments used by governments to incentivise reductions in 
fossil fuel use and promote cleaner energy alternatives (Qadir et al., 2021). By 
analysing energy tax data, the study aims to understand how these fiscal mechanisms 
have been applied in different countries and to assess their effectiveness in reducing 
greenhouse gas emissions. The study focuses on 29 European countries (Austria, 
Belgium, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, 
France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Latvia, Lithuania, Malta, 
Netherlands, Norway, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, 
Sweden, Switzerland), which provides a robust context to explore the linkages 
between these factors, to assess the effectiveness of the fiscal policies implemented 
in mitigating these impacts, and to understand the broader economic implications of 
climate change (Adger et al., 2011; Klein et al., 2005). This geographical scope 
includes countries with varying levels of industrialization, energy use, and climate 
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policies, providing a comprehensive view of European climate policies. The study 
also examines climate-related economic losses, including costs from extreme events 
and long-term changes. By correlating these losses with emissions and energy tax 
policies, the analysis aims to understand how current policies are mitigating the 
economic damages of climate change. 
 
3. Methodology 

Once having selected the indicators of Greenhouse gases (GHG), Energy taxes, 
and Climate related economic losses, we analyse whether these indicators exhibit 
spatial correlation. This involves determining if two or more geographic units 
(countries) are spatially correlated. In line with the study's aim, we subsequently 
examine the spatial influence of Energy taxes and Climate related economic losses 
on climate-related economic losses by establishing a Spatial Autoregressive 
Regression Model. 

The theory of spatial correlation has evolved from the necessity to compare 
geographical units and maps, along with the understanding that georeferenced 
observations tend not to be independent of each other (Griffith, 2021). Unlike 
unidirectional temporal correlation, spatial autocorrelation requires identifying 
correlations in all geographical directions, making the study of this phenomenon 
particularly complex (Wagner and Fortin, 2005). Nonetheless, the procedures for 
studying spatial autocorrelation share many similarities with those used for temporal 
autocorrelation, such as identifying outliers, trends (temporal/spatial) (Fallah 
Ghalhari and Dadashi Roudbari, 2018), degrees of association, statistical 
significance, and relevant models. 

A fundamental contribution by statistician Moran (1948) was to delineate the 
mathematical characteristics of spatial autocorrelation, initially referred to as the 
"contiguity ratio." Moran developed join count statistics based on the probability that 
neighbouring spatial units were of the same type more often than expected by 
chance. The Moran’s Index, which measures spatial autocorrelation, can be 
formalized as follows: I =  n∑ ∑ wij(xi − x̃)(xj − x̃)nj=1ni=1  

 
where n is the number of spatial units, xi and xj are values of the variable being 

analyzed for spatial units 𝑖 and 𝑗, respectively, x̃ is the mean of the variable, and wij 
is the spatial weight between spatial units 𝑖 and 𝑗. The p-value indicates the 
significance of Moran's I statistic. 

Spatial Autoregressive (SAR) models are commonly employed in various fields 
such as geography (Dong and Harris, 2015) or economics (Bekti et al., 2014) to 
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analyse spatial relationships and make predictions based on spatially correlated data. 
SAR models aim to estimate spatial regression coefficients and generate values at 
spatial sites. By leveraging information from neighbouring locations, SAR models 
enhance the accuracy of estimations by smoothing observed data (Thorson, 2019).  

Let 𝑌 be the dependent variable used to model observations. The spatial 
regression framework can be expressed as: 𝑌 = 𝜌𝑊𝐿𝑌 + 𝑋𝛽 + 𝜀 

or adopting the notation of the variables used in this study: 𝐶 − 𝑟𝑒𝑙𝑖 = 𝜌𝑊𝐿𝐶 − 𝑟𝑒𝑙 + GHG𝛽1 + 𝐸𝑛𝑒𝑟𝑔𝑦 𝑡𝑎𝑥𝑒𝑠𝛽2 + 𝜀 

where 𝜌 is the spatial autoregressive parameter, 𝑊 represents the matrix of 
weights, 𝐶 − 𝑟𝑒𝑙 identifies the climate-related economic losses of neighboring areas, 
and GHG and Energy taxes are the climate change indicators (independent 
variables). 𝛽1 and 𝛽2 are the coefficients, and 𝜀 is the error term. 
 
4. Results 

In this section, thematic choropleth maps (Figure 1, 2, and 3) are presented, using 
a colour scale to represent the variation of our three variables of interest between 
2013 and 2021 across European countries. This visualization technique is employed 
to display quantitative data and their spatial distribution, aiding in understanding the 
geographical and temporal differences among the various states. Figure 1 illustrates 
the variation and spatial distribution of net greenhouse gas emissions. Between 2013 
and 2017, there was a modest decrease in net greenhouse gas emissions in some 
countries such as Germany, Belgium, and the Netherlands, while Portugal saw a 
slight increase. Emissions remained virtually unchanged between 2020 and 2021. 
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Figure 1 - Net greenhouse gas emissions between 2013 and 2021. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 

 
 

        Source: own elaboration. 

 
Figure 2, on the other hand, highlights the changes and geographic distribution 

of energy taxes, noting that starting from 2013, there was a significant increase in 
environmental taxation policies in France, while these policies were already 
widespread in Italy, Germany, and Spain. From 2020 onwards, there has been a slight 
decrease in these policies in Italy and France, whereas they have remained 
unchanged in Germany, Spain, Poland, and the Netherlands. 
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Figure 2 - Energy taxes between 2013 and 2021. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
             Source: own elaboration. 

 
Figure 3 highlights the economic losses caused by climate change. Between 2013 

and 2017, these losses increased in France, Portugal, and especially in Italy, but 
decreased in Germany. In 2020, losses increased in Spain, France, and Greece, while 
decreasing in Germany and Italy. However, in 2021, there was a reversal of this trend 
in Germany, followed by Belgium, while most European countries experienced an 
overall decrease in total losses. 
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Figure 3 - Climate related economic losses between 2013 and 2021. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
                   Source: Own elaboration. 

Additionally, the study reports the p-value associated with the Moran's Index, 
which measures the statistical significance of calculated spatial autocorrelation 
(Table 1). In the first row of each variable, the p-value indicates the correlation with 
neighbors, while the second row shows the corresponding p-value. A p-value less 
than 0.1 suggests significant spatial autocorrelation, as seen for environmental taxes 
and economic losses related to climate change, indicating a non-random spatial 
pattern. On the other hand, a p-value greater than 0.1, as observed for net greenhouse 
gas emissions, suggests that the variations do not exhibit any particular spatial 
autocorrelation. 

 
Table 1 - Moran Index. 

Variable/Year  2013 2014 2015 2016 2017 2018 2019 2020 2021 
Greenhouse 

gases 

coef. 0.07 0.07 0.06 0.05 0.04 0.04 0.06 0.07 0.06 
pvalue 0.10 0.12 0.12 0.17 0.21 0.21 0.16 0.12 0.16 

Energy taxes coef. 0.22 0.22 0.25 0.26 0.28 0.29 0.28 0.29 0.26 
pvalue 0.08 0.08 0.05 0.04 0.05 0.05 0.05 0.05 0.05 

Climate related 

economic losses 

coef. 0.22 0.22 0.25 0.26 0.28 0.29 0.28 0.29 0.26 
pvalue 0.08 0.08 0.06 0.06 0.05 0.04 0.04 0.05 0.05 

Source: own elaboration. 
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Finally, Table 2 presents the SAR model, an econometric model used to analyse 

spatial data (Pineda-Ríos et al., 2019) and based on the idea that observations in a 
given area depend on the characteristics of neighboring areas. The model highlights 
a significant relationship between the economic losses related to climate change in 
one country and those observed in neighboring countries, as well as between 
environmental fiscal policies, as shown by statistically significant coefficients with 
p-values below 0.1. These results suggest that the policies adopted by one country 
also influence neighboring countries, particularly in the context of climate change. 

Table 2 - SAR Model. 

Variable Coeff. p-value 

WLClimate related economic losses  -0.202 0.084 

CONSTANT -301.479 0.266 

GHG 13.060 0.540 

Energy taxes 0.1410 0.000 
Source: own elaboration. 

 
The model has an adjusted R-squared of 0.371, indicating that 37.1% of the 

variability in the data is explained by the model's variables. Although this value is 
not particularly high, the model effectively captures the relationships between the 
variables. The Akaike Information Criterion (AIC) is 4780, suggesting a good fit of 
the model to the data. A lower AIC, when comparing models, would indicate greater 
effectiveness of the SAR model in representing the data. 

 
5. Discussion and Conclusions 

This study highlights significant differences in the geographical distribution of 
net greenhouse gas emissions, energy taxes and economic losses associated with 
climate change across European countries. These differences can be understood by 
analysing the underlying factors that influence the three variables studied. Between 
2013 and 2017, Germany, Belgium and the Netherlands experienced a modest 
reduction in net greenhouse gas emissions, suggesting the effectiveness of the 
environmental policies implemented or the adoption of cleaner technologies. 
Previous studies (Clinch et al., 2006; Do Valle et al., 2012) argue that environmental 
taxes can generate significant environmental benefits. Albrecht (2002) examined the 
case of Belgium and showed that environmental subsidies in the transport sector 
contributed to reduced energy consumption and CO2 emissions. In Germany, GHG 
emission reductions have been supported by industrial change and a partial shift to 
cleaner energy sources (Pauliuk and Heeren, 2021).  The Federal Climate Change 
Act sets binding annual emission targets for each sector. However, COVID-19 
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influenced the results, in some cases helping to meet the targets (Shammugam et al., 
2022). Overall, net GHG emissions in Europe remained stable between 2020 and 
2021, largely due to the economic slowdown caused by the pandemic (Kumar et al., 
2022). 

As highlighted in Figure 2, between 2013 and 2017, France strengthened its 
environmental tax policy and implemented various fiscal measures aimed at 
reducing carbon emissions, which proved to be particularly effective (Fiedler and 
Rihs, 2020). However, the Yellow Vest protests that began in November 2018 
against the planned doubling of the carbon tax prompted the government to halt the 
trajectory of tax increases that had begun in 2014 (Douenne and Fabre, 2020). Figure 
3 highlights the increasing economic losses caused by climate change, mainly due to 
the increasing frequency and intensity of extreme events such as heat waves, floods 
and storms, which directly affect national economies (Diab et al., 2022). In 
particular, Italy has suffered significant economic damage in critical sectors such as 
agriculture, with significant production losses, and tourism, due to reduced demand 
(Galeotti and Roson, 2011). Furthermore, the analysis reveals a pronounced spatial 
pattern in the relationship between environmental fiscal policies and economic losses 
related to climate change. This pattern, which is observed in many European 
countries, is not random. In particular, among the Member States of the European 
Union (EU), the importance of common environmental policies emerges as essential 
to address global environmental challenges. Such policies, aimed at promoting 
sustainable development and enhancing economic competitiveness, play a crucial 
role in coordinating national responses to environmental issues (Stojanović and 
Radukić, 2006).  

This study analyzed emissions, energy taxation policies, and economic losses 
related to climate change, assessing the effectiveness of current policies in mitigating 
these damages. The results highlight the need for coordinated environmental policies 
at the European level and common strategies, given the geographical 
interdependence of emissions and measures implemented. However, the limited 
number of observations in this analysis is a limitation as it may reduce the ability of 
the model to capture more complex spatial relationships. Future research should 
extend the analysis to other European countries in order to increase the robustness 
of the results. In addition, an important area for future research could focus on 
updating the data to assess the implementation of the European Green Deal and 
whether this environmental policy plan is effectively contributing to the goal of 
reducing greenhouse gas emissions by 55% to achieve climate neutrality. 
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BURDEN ANALYSIS FOR SHORT-TERM BUSINESS SURVEYS 

RESPONDENTS1 
 

Silvia Binci, Katia Bontempi, Claudio Ceccarelli, Francesca Monetti, 

Francesca Rossetti 

 

 

 
Abstract. Short-term business statistics are produced by the Italian National Institute of 

Statistics (ISTAT) and governed by specific European regulations which outline the structure 

of questionnaires and surveys, the scope of observation, the reference population, the 

sampling methodology and the precision of the estimates.  

The Italian productive sector, characterized by a fragmentation of enterprises in terms of size, 

along with the sampling strategies mandated by European regulations, results in the 

participation of specific business types, notably medium and large enterprises, in most of the 

surveys conducted by ISTAT. 

This work analyses the burden on respondents and their behaviour over time by assessing the 

profiles of respondents and non-respondents. The objective, using survival analysis methods, 

is to identify the factors contributing to the permanent exit of respondents from surveys, and 

particularly to measure the extent of this withdrawal. This involves analysing the duration of 

cooperation between respondent units and ISTAT. 

The data analysed come from the The Business Statistical Portal, i.e. the system that 

collectively manages all short-term business surveys. The information used in the study 

covers all the survey units involved in short term business surveys in the period 2016 to 2023.  

 

 

1. Introduction 

 

Short-term business statistics (STS) are subject to specific European regulations 

that outline the structure of questionnaires and surveys, the scope of observation, the 

reference population, the sampling methodology and the precision of the estimates. 

In the context of enterprises, particularly within the Italian production sector 

characterized by the prevalence of small businesses, regulatory criteria and 

constraints necessitate the consistent inclusion of large enterprises in samples across 

multiple surveys over time. 

The aim of this work is to analyse the burden on respondents and their behaviour 

over time by assessing the profiles of respondents and non-respondents. 

                                                      
1 The article was only possible thanks to the joint work of the authors. In particular, Claudio Ceccarelli 

wrote section 1 and 6, Silvia Binci wrote section 2, Francesca Monetti wrote section 3, Francesca 

Rossetti wrote section 4 and Katia Bontempi wrote sections 5. 
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The information used in the study, appropriately normalised and standardised, 

covers all the survey units involved in short term business surveys in the period 2016 

to 2023 and is organised in a single database. 

Our purpose, using survival analysis methods, is to identify the factors 

contributing to the permanent exit of respondents from surveys and to analyse the 

extent and the duration of cooperation between respondent units and Italian National 

Institute of Statistics (ISTAT). 

Section 2 gives a description of the purpose of “The Business Statistical Portal” 
and outlines the information collected.  Section 3 describes the characteristics of the 

short-term business surveys on which the survival analysis is applied. Section 4 

describes the method on which the work is based. Section 5 contains the main results 

and Section 6 presents the main conclusions.  

 

 

2. 'The Business Statistical Portal': the system that manages all short-term 

business surveys collectively 
 

In October 2010, following a Memorandum of Understanding signed in May 

2010 between ISTAT, the National Ministry for Public Administration and 

Innovation and the Italian Union of Chambers of Commerce (Unioncamere), ISTAT 

started a project for the development of a platform dedicated to the acquisition of 

statistical information from enterprises. It resulted in the implementation of a 

comprehensive innovative tool, aimed at the integration and standardization of data 

collection processes both internally and externally (companies that provide statistical 

information): the Business Statistical Portal (BSP). It is an attempt to streamline the 

organization and management of business surveys as a whole in order to reduce the 

respondent burden, increase both ordinary and extraordinary communications on 

survey events and activities, and standardize and harmonize data collection 

procedures to increase process efficiency (Fazio et al. 2013). 

The BSP is composed of a front-end and a back-office. The front-end is 

“enterprise-centred” with its main features being, for example, a single sign-on and 

single point of access to all the questionnaires with unique credentials; a delegation 

system to manage in a flexible way the assignment of the questionnaires to the 

appropriate contacts; a specific section dedicated to news about the conduct of the 

surveys (start, closure, extraordinary events, extensions and technical problems); and 

a status of obligations, a complete and updated framework of all the statistical 

activities required by each company and of the status of fulfilment of each 

questionnaire. The back-office supports all the users participating in the survey 

network: survey managers, interviewers, data analysts, representatives of 

administrative registers, supervisors, data reviewers and help desk operators. It 
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enables an integrated, harmonized and centralized management of all survey stages 

for all areas of production, allowing a shared access to information and data, acting 

on a role-based user profile system (Bellini et al. 2019). 

Referring to the completion status of the questionnaires, data are stored in an 

Oracle table. The table contains a record for each responding unit, for each survey 

and for each reference period in which it is involved; information on the fulfilment 

status or any reasons for exclusion, and the relative date of completion or exclusion, 

are saved in real time. In particular, for short-term statistics, the response date 

registered is that corresponding to the first data transmission, so as to prevent the 

enterprise from incurring sanctions in the event that it overwrites updates after the 

deadlines established in the information letter. Storing data in an Oracle table allows 

for great flexibility in analysing the performance of statistical surveys and the 

behaviour of each responding unit.  

The portal entered a testing phase in June 2013, involving a purposive sample of 

about 70 enterprises across a subset of representative surveys of economic statistics. 

It became fully operational in early 2014 and then progressively hosted nearly all 

ISTAT economic surveys and their related survey units. 

Table 1  Surveys and Authorized Users of the Business Statistical Portal - May 2024. 

 

Surveys 

included 

in the Portal 

Short-term 

surveys included 

in the Portal 

Number of 

companies 

authorized to 

access 

Number of 

registered NSI 

external users 

Number of 

registered NSI 

internal users 

  

117 

 

55 1,032,910 1,125,363 765 

     
Elaboration of data from “Business Statistical Portal” 

 

3. Short-term business statistics overview 
 

Short-term business statistics are a set of indicators, with a monthly or quarterly 

frequency, used for tracking closely the business cycle of an economy. STS 

indicators are important tools for the formulating and monitoring of economic and 

monetary policies. The legal authority for these indicators is Regulation EC No 

2152/20219 amending Regulation EC No 1158/2005 and further implementing and 

amending all appropriate regulations; they are also included in the National 

Statistical Program that contains, in a specific list, instances of non-compliance with 

the obligation to provide the required data, to which the law equates knowingly 

incorrect or incomplete data, which are punished with a financial administrative 

penalty. Administrative penalties are not provided for all the units involved in 
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statistical surveys, but only for a subset. For the majority of short-term surveys, the 

threshold for penalties is set at a staff of 100 employees or a turnover of 500 million 

euros (the turnover criterion has been introduced from 2022). The introduction of 

Centralised Data Collection has required a complete revision of the procedures 

adopted in order to standardize and generalize all the activities performed. In the 

following paragraphs, the main innovative issues regarding the STS are presented 

(Bellini et al. 2019). 

In 2018 a new penalty system was introduced: the new criteria concern the 

organization of penalties on an annual basis, the provision of the administrative 

penalties in the event of non-compliance within a single period (month or quarter) 

and the possibility of delayed delivery, with two types of flexibility: the number of 

days of tolerance with respect to each monthly or quarterly deadline, varying from 

survey to survey, and the annual cumulative delay tolerated, lower than the sum of 

the delays tolerated in the single periods. For legal reasons, the amount of the penalty 

applied is fixed and independent of the number of periods of the year omitted 

(months or quarters). Only since 2020 has the new penalty scheme been fully 

operational. 

The information letter is the official document that ISTAT uses to communicate 

to enterprises their involvement in the surveys; it also illustrates the objectives and 

the regulations in force at the time of each survey and the method of communication 

of any penalties. Since 2018, the layout of the information letter has been revised, 

paying particular attention to the deadlines for the provision of data. Strict adherence 

to deadlines is an essential prerequisite for the data processing, subsequent 

transmission to Eurostat and national data dissemination to take place by the due 

dates.  

The introduction of the new sanctioning system has led to a strict scheduling of 

formal and informal communications by certified email (PEC) and ordinary email, 

jointly with telephone reminders addressed to the units involved in the surveys. The 

deadlines indicated in the information letter involve the definition of a strict 

timetable in order to remind the respondents about the required collaboration. The 

texts of the communications have also been revised recently in order make them 

more effective with respect to the units.  

The following standards have been adopted: i) a single centralized access point 

both for the data capturing systems (Business Statistical Portal see par. 2) and for the 

incoming contacts (free of charge inbound Contact Centre - CC) by telephone or by 

email; ii) centralized outbound CC services; and iii) a system of harmonized standard 

answers to provide timely assistance to enterprises on non-thematic and recurring 

thematic requests. An analysis of the response rates of selected short-term surveys 

in the period 2016-2023 highlighted that the introduction of the current penalty rules, 
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jointly with the other main innovative fields, had an average impact of 29 percentage 

points (pp), starting from 59 in 2016. 

Table 2 – Selected short-term business statistics: main characteristics. 

 

Survey PI Observation field Sampling design 
Survey 

unit 

Employment in 

large 

enterprises 

(OCC) 

M 
Enterprises with at least 

500 employees 

Census survey for 

enterprises with at least 

500 employees 

Functional 

unit 

Retail trade 

(DETT) 
M 

Enterprises with main 

economic activity in sec G 

of the Nace Rev. 2 

classification 

Stratified random sampling for 

enterprises with less than 50 

employees  - Census survey for 

enterprises with at least 50 

employees 

Enterprises 

Service 

turnover 

(FAS) 

M 

Enterprises with main 

economic activity in secs G, 

H, I, J, L, M and N of the 

Nace Rev. 2 classification 

Stratified random sampling in 

sectors  featuring a substantial 

number of enterprises - Random 

sampling for other sectors 

Unit of 

Economic 

Activity 

Industrial 

producer 

prices (PPI) 

M 

Products included in 

Sections from B to E36 of 

the CPA classification - 

Enterprises with main 

economic activity in secs 

B, C, D and E36 of the 

Nace Rev. 2 classification 

Sample annually updated- 

Reasoned sample and cut-off  

criterion 

Enterprises 

Industrial 

production 

(IPI) 

M 

Enterprises with main 

economic activity in secs 

B, C and D of the Nace 

Rev. 2 classification 

Reasoned sample – Cut-off 

criterion 
Local unit 

Industry 

turnover 

(FATT) 

M 

Enterprises with main 

economic activity in secs B 

and C of the Nace Rev. 2 

classification 

Cut-off criterion for enterprises 

with less than 20 employees - 

Reasoned sample for enterprises 

with at least 20 employees 

Unit of 

Economic 

Activity 

Import prices 

(PREIMP) 
M 

Products listed in sections 

B, C and D of the CPA 

classification -Enterprises 

with main economic  

activity in secs B, C, D, E 

and G of the Nace Rev. 2 

classification 

Sample annually updated- 

Reasoned sample and cut-off  

criterion 

Enterprises 

Job vacancies 

and hours 

worked 

(VELA) 

Q 

Enterprises and private 

institutions with 

employees operating in secs 

B-S, excluding O of  the 

Nace Rev. 2 classification 

Stratified and random sampling 

for 

enterprises with less than 500 

employees 

Enterprises 

and 

private 

institution

s with 

employee

s 

Istat 
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4. Data and indicators in the analysis: survival analysis methods 
 

The standardization of the data collection processes and tools represented by the 

BSP, along with the uniform methodological rules governing the STS, allows for the 

observation of enterprise response behaviour across all surveys as a whole and over 

the entire period under consideration. In this context, the use of survival curves is 

intended to analyse the burden on respondents and their behaviour over time by 

analysing the profiles of respondents and non-respondents. 

Kaplan-Meier survival curves are a statistical analysis tool used to plot the 

relationship between the probability of survival and the time observed and to 

measure the risk of a particular event occurring (Cox et al. 2018). It is crucial for 

survival analysis to set the 'event' variable to indicate whether an event has occurred 

and the 'survival' or 'time' variable to measure the duration of observation. 

The concept behind Kaplan-Meier is conditional probability, i.e. the probability 

of surviving to a given point in time is conditional on the probability of being alive 

in earlier periods. Letting S(t) be the survival function at time t, the Kaplan-Meier 

estimate of the survival function at time ti is the cumulative product 𝑆̂(𝑡𝑖 ) = 𝑃(𝑇 > 𝑡𝑖 ) = ∏ (1 − 𝑑𝑗 𝑌𝑗 )𝑖𝑗=1                                                                   (1) 

where t1 < t2 < … < tD represents the distinct event times, for each i=1,…,D, Yi  

is the number of surviving units (the size of the risk set) just prior to ti and di  is the 

number of units that fail at ti. 

The method distinguishes between events and censoring: an event indicates that 

the unit experienced the event being studied during the observation period, while 

censoring refers to units that leave the study for reasons other than the event. 

The versatility of survival analysis allows it to be used not only in medical 

research but also in industrial durability testing and in fields ranging from physics to 

econometrics. By examining how different variables influence survival outcomes, 

researchers can better understand the effectiveness of treatments and identify 

important prognostic factors. An important aspect of survival data analysis is the 

comparison of survival curves. It is crucial to determine whether the underlying 

population groups have identical survival functions. Several tests can be used for this 

purpose, including the log-rank test, the Wilcoxon test, the Tarone-Ware test and the 

Peto-Peto test. In this application, the log-rank test was used. 

In this study, the reference population consists of the units participating in short-

term business surveys through the BSP. Each unit was thoroughly observed from 

2016 to 2023, covering all STS and related survey occasions as a cohesive lifecycle.  
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In order to allow the contextual use of data from several surveys with different 

reference units (e.g. enterprises, local units, functional units, etc.), it was decided to 

use the enterprise as the statistical unit for all the surveys. For this purpose, in surveys 

where the reference units are parts of the enterprise, the enterprise is considered to 

have fallen if no reference unit responded on the occasion of the survey. The time is 

represented by the number of survey occasions in which each enterprise participated. 

Time T1 is therefore defined as the first opportunity for each enterprise to be 

interviewed: it is not necessarily the same for all units. We considered two possible 

events: 'first fall', defined as the first survey occasion when the unit does not respond, 

and “definitive fall', defined as the survey occasion when the enterprise stops 
cooperating. The censored units are those enterprises that are no longer included in 

any sample of a short-term survey and are therefore no longer required to cooperate 

with ISTAT. 

The analysis included 163,097 enterprises. Table 3 shows the extent to which the 

enterprises considered were involved in STS during the observation period in terms 

of the number of surveys in which they were asked to participate. The number of 

times an enterprise is asked to respond depends not only on its duration in the 

samples over time but also on the type of survey in which it is involved, whether 

monthly (12 times a year) or quarterly (4 times a year). During the observation 

period, the highest number of survey occasions on which the enterprises were asked 

to participate was 530. It can be observed that a small number of enterprises were 

involved in more than five surveys, probably due to the sampling design used for 

short-term business surveys. These enterprises are typically large (more than 250 

employees).  

Table 3  Distribution of enterprises registered in the Business Statistical Portal by number 

of short-term surveys in the period 2016-2023. 

 

 
Elaboration of data from “Business Statistical Portal” 

 N. of short term 

surveys

(absolute value)

  N. of 

enterprises

(absolute value) 

Average number of interview 

occasions each company 

participated in

(absolute value)

Average response 

rate

(percentage value)

Percentage of 

enterprises with  at 

least one fall event

(percentage value)

Percentage of 

enterprises with a 

definitive fall event

(percentage value)

1                        127,529          15.1                                    62.8                     48.8                       40.3                        

2                        25,065            49.3                                    86.3                     41.8                       16.8                        

3                        6,785              100.0                                  92.0                     50.1                       9.9                          

4                        1,940              187.5                                  95.1                     57.7                       5.5                          

5                        981                 271.8                                  96.5                     63.3                       2.3                          

6                        586                 351.8                                  97.8                     67.9                       1.5                          

7                        198                 432.3                                  98.3                     67.7                       2.0                          

8                        12                   392.5                                  98.6                     66.7                       -                           

9                        1                     184.0                                  98.9                     100.0                     -                           
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It can also be observed that cooperation increases with the number of surveys in 

which the enterprises participate: those participating in only one survey have an 

average response rate of 62.8%, those participating in two surveys have an average 

response rate of 86.3% and those participating in three or more surveys have an 

average response rate of over 92%. 

 

 

5. Results 
 

Figure 1 shows the Kaplan-Meier survival curve for the first fall event: the steep 

decline corresponding to the first survey occasion is evident. In fact, the probability 

of survival at time T1 is about 70%, while the probability of maintaining the 

collaboration until the end of the observation period is about 18%. These results 

suggest that a large proportion of enterprises interrupt their cooperation by not 

responding to one of the surveys in which they are involved at least once.  

Figure 1  Kaplan-Meier survival curve for the first fall event. 

 

Figure 2 shows the Kaplan-Meier survival curve for the definitive fall event: 

again, a sharp drop at time T1 can be observed, but in this case the probability of 

survival at time T1 is about 77%. However, the most important finding is that the 

probability of continuing to cooperate until the end of the period is about 50%. This 

leads us to conclude that the fact that an enterprise does not continuously participate 

in the surveys does not necessarily imply a decision to stop cooperating in the long 
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run. For this reason, we focused the survival analysis on the definitive fall event and 

examined some factors that could influence the decision of enterprises to stop 

participating in ISTAT surveys. We used the Kaplan-Meier survival curve method 

stratifying by the selected factors; the comparison of the curves was consistently 

supported by a significant log-rank test (p < 0.05). 

Figure 2  Kaplan-Meier survival curve for the definitive fall event. 

 

Figure 3 shows the Kaplan-Meier survival curves for the definitive fall event by 

employee class: it is noteworthy that enterprises in the 0-2 employee class have a 

much lower probability of survival at time T1 than the other categories, around 65%. 

Furthermore, although these enterprises were asked to participate in fewer survey 

occasions than the others (at most 317 occasions), they are much less likely to 

continue to cooperate until the end of the observation period (only about 12%). On 

the other hand, enterprises in the 100-249 and 250+ employee classes have a higher 

probability of survival at time T1 (97% and 99% respectively) and a similar 

probability of survival at the end of the observation period (around 86%).  
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Figure 3  Kaplan-Meier survival curves for the definitive fall event by employee class. 

 

Figure 4  Kaplan-Meier survival curves for the definitive fall event by geographical area. 

 

Figure 4 shows the Kaplan-Meier survival curves for the definitive fall event by 

geographical area. Enterprises located in the North-West and North-East areas have 

a very similar response behaviour: in fact, their curves partially overlap, although 
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the North-East enterprises have a lower probability of survival at the end of the 

observation period compared to the North-West enterprises (57% and 62% 

respectively). Enterprises located in the South of Italy, especially on the Islands, have 

the worst performance curves, while those in the Center area remain in an 

intermediate position, with a survival of more than 50% at the end of the observation 

period. 

Figure 5 shows the Kaplan-Meier survival curves for the definitive fall event by 

number of short-term surveys in which the enterprises were asked to participate. As 

shown in Table 1, the willingness to cooperate seems to increase with the number of 

surveys in which a company is involved. In particular, enterprises involved in only 

one survey have a probability of survival at time T1 of around 71%, compared to 

around 95% for enterprises involved in two surveys. Furthermore, for enterprises 

involved in 6 or more surveys, the first definitive fall events occur at the 97th survey 

occasion. 

Figure 5  Kaplan-Meier survival curves for the definitive fall event by number of short-term 

surveys in which the enterprises were asked to participate. 
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6. Conclusion 

 

The lack of cooperation observed during the initial survey occasions should 

prompt us to consider enhancing our communication methods and tools to improve 

company participation, with a particular focus on small and medium-sized 

enterprises. 

The medium to long-term decline in the number of enterprises initially willing to 

collaborate should prompt us to reconsider the statistical burden on businesses. 

This work, in addition to the specific improvements that we can make in relation 

to each individual survey, gives us the opportunity to provide some general 

considerations that are valid for all surveys. 

Undoubtedly, the dimensions of the phenomenon are manifold and work must 

certainly be carried out in relation to communication on: the reduction of the 

statistical burden on respondents, simplifying both the specific questionnaire and 

general questionnaires; the integration of the surveys with other statistical sources; 

and, no less important, the return of information that can be useful to the respondents. 
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EMPLOYER BRANDING IN PUBLIC ADMINISTRATION.  

THE ISTAT CASE  
 

Antonella Bianchino, Irma De Marco 

 

 

 

 
Abstract. The National Recovery and Resilience Plan (PNRR) and the digital transformation 

are imposing on the Public Administration (PA) the need to accelerate the modernization 

process, which also involves improving the technical-scientific skills of its employees. It will 

therefore be important for the PA to develop an effective culture of Employer Branding (EB). 

Istat’s recruitment and employer branding strategies were studied in this work. In order to 
understand the appeal of the Istat as a potential employer, a survey was carried out on a 

voluntary sample of about 600 students, Istat’s recruitment and employer branding strategies 

were identified through a questionnaire drafted online by the General Director.  

 

1. Employer Branding 
 

1.1. Theoretical reference models 

The employer branding is a “Marketing strategy aimed at creating a corporate 

image consistent with the company's identity as an employer (workplace), in tune 

with the reference target and clearly distinct from that of competitors, through which 

to attract and retain talented people (E. Amendola 2008). According Bonaiuto et al. 

(2010) this Strategy is developed in relation to two distinct targets, potential 

candidates and employees and follows two main guidelines: present the company as 

an attractive workplace in the eyes of the target audience (attraction); minimize 

conflict between colleagues and maximize the sense of belonging to the company 

(retention).  

Among the main theoretical reference models for understanding and investigating 

the components of EB, Lievens (2007) highlights how "attractiveness towards an 

employer is influenced by instrumental attributes and to a greater extent by symbolic 

ones: the first are the aspects that describe the job or the employer in an objective, 

concrete and tangible way (remuneration, location, organizational structure); the 

second are the subjective, abstract and intangible aspects that derive from the 

evaluations and inferences of the subjects". Berthon et al. (2005) also analysed the 

components of the attractiveness of employers by developing an EB measurement 

scale, Employer Attractiveness Scale, defined by the Authors as "the benefits of an 

organization perceived by potential candidates as the best place to work” and 
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includes five dimensions: interest value, economic value, social value, development 

value and application value”. 

The interest value measures the attractiveness of an organization linked to the 

work content, the innovativeness of the working methods and the stimulating nature 

of the working context; social value measures the attractiveness of the employer 

based on the possibility of creating positive working relationships with one's 

superiors, with one's team and of having a working context that favours interpersonal 

relationships; economic value evaluates how the attractiveness of the company 

depends on factors such as remuneration, safety at work and any promotions; 

development value considers the dimensions of personal development and career 

advancement; finally, the application value represents the attractiveness of an 

organization based on its ability to offer the opportunity to apply its knowledge and 

transmit it to others. 

 

1.2. Employer branding in Public Administration  

Private organizations have long understood the importance of EB to survive in a 

globalized and competitive market, while the public is only recently showing interest 

in this strategy. 

“Theories of motivation for public work make an important contribution to the 
construction of EB policies in the recruitment phase. The first studies identify some 

factors that would make people available to work in the public sector, such as: 

working for the common good and the progress of society, the absence of profit 

logic, the protection of national interests, the value of public service, social justice, 

the attraction for public policies" (Ingrassia R. 2017). Over time, the concept of 

Public Service Motivation (PSM) has developed in the literature. “Public service 
motivation is a form of motivation that refers to an individual's desire to contribute 

to society. More specifically, Perry and Hondeghem (2008) define PSM as “an 
individual's orientation to provide services to people for the purpose of benefiting 

others and society.” According to the OECD, the "positioning of the public 

administration as an employer of first choice, through the promotion of a brand that 

recalls the values, motivation and pride of contributing to the public good among 

candidates" (2019) is one of the levers on which it is necessary to invest in order to 

develop an effective and reliable public sector. 

 

2. The Istat Case  
 

2.1. Introduction 

Being a public research authority and, at the same time, the main producer of 

official statistics, a public good to support citizens and public decision-makers and 
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an essential tool for the development of democracy, allows Istat to focus on 

attractiveness factors that surpass the rigidities of the purely economic. 

Furthermore, the results of the competitions announced by Istat, go in a completely 

different direction of the recent competitions managed by FormezPA: total coverage 

of positions with a high percentage of those hired with a Stem degree or in the 

economic field (Camisasca M., Screpante I., 2023). Therefore, the analysis can 

represent an interesting case study. 

  

2.2. The appeal of working at Istat for young university students  

In order to understand what Istat's appeal is as a potential employer and therefore 

what organizational factors it must monitor to attract and retain young people, a 

survey was conducted on a voluntary sample of students from public and private 

universities. The student survey was conducted in the months of April and May 2023 

by completing online questionnaire implemented on the Google Forms platform. 

The questionnaire was structured into four sections: 

1. Information on the study path, which contains information relating to the 

University and the degree course 

2. Knowledge of Istat, which detects knowledge of Istat and the area in which it 

operates, possible participation in the Institute's activities and the use of 

statistical data. 

3. Interest in working at Istat. In the section, reserved for those who had declared 

to know Istat, the appeal of Istat as a potential employer of the interviewees 

is highlighted. Both in case of a positive and negative response, were asked 

to specify the reasons. The items of motivations favorable to working at Istat 

were structured taking into account the Employer Attractiveness Scale 

defined by Berthon, Ewing and Lian Hah. In particular, 11 response methods 

have been identified, aggregated into 5 categories, according to the scheme 

shown in Table 1. 

4. Data on the student, in which the student's age, gender, high school diploma 

obtained, and region of residence were recorded. 

 

2.3. Characteristics of the respondents   

584 students from 18 universities participated in the survey. The distribution of 

respondents by university attended and region of residence is affected by the student 

recruitment method that had to be adopted. Two out of three students attend 

universities in Campania (377 students, 64.6%), with the University of Salerno in 

the lead (180 students, 30.8%). Considering the southern universities as a whole, the 

share of students rises to 78.8%; there are 122 students from universities in the 

Centre-North, mostly attending private universities (the "Luigi Bocconi" 
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Commercial University, 70 students and the Catholic University Cattolica del Sacro 

Cuore, 23 students). 

 
Table 1  Reasons for interest in working at Istat, by categories of the Employer 

Attractiveness Scale. 

Item response Category 

1. To work in stimulating atmosphere 

2. To have the chance smart working 

3. To work for innovative organizations  

4. To work for research-oriented organizations  

 

 

 

Interest value 

 

 

5. Seren working environment 

6. Work life - balance  

Social value 

 

7. Employment stability 
Economic value 

 

8. Appropriate career development 

9. To have the opportunity to develop skills and competencies 

Development value 

 

10. Pertinence to the learning path 

11. Interesting work 

Application value 

 

 
Table 2 - Students by university attended. 

University 
Students  University 

Students 

v. a. %  v. a. % 

University of Salerno 180 30,8  

University Cattolica del 

Sacro Cuore – Milan 23 3,9 

University of Campania "Luigi 

Vanvitelli" 88 15,1  University of Basilicata 16 2,7 

University "Luigi Bocconi" – 

Milan 70 12,0  University of Bologna 10 1,7 

University of Bari "Aldo 

Moro"  60 10,3  

University of Milan 

“Bicocca” 9 1,5 

University "Federico II" – 

Naples 57 9,8  University of Pavia 6 1,0 

University of Naples 

"Parthenope"  52 8,9  Other 13 2,2 

        Total 584 100,0 

Source: our processing of sample survey data 

 

The sample is made up of 55.1% females and 44.9% males. The average age is 

22 years. A third of the students achieved a scientific high school diploma, 11.1% an 
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economic-administrative high school diploma; followed by classical high school 

diplomas (8.9%) and linguistic high school diplomas (8.2%). 

Of the 584 students who filled out the questionnaire, 472 are attending a three-

year degree course, 109 are attending a master's degree course, 2 are enrolled in a 

doctorate course and only one is attending a single-cycle course. The most 

represented degree courses are those in economics-business (60.1%) and statistics 

(14.9%). Other fields of study include Tourism Sciences (6.2%), Political Sciences 

and International Relations (6.8%), Public Administration Sciences (3.3%). 

 

2.4. Knowledge of Istat 

The survey shows an excellent positioning of Istat as the reference body for 

statistical production in our country. In fact, only 23 students, of which 15 enrolled 

in the first year of a three-year degree course, declared that they did not know ISTAT. 

96% of respondents, however, know the Institute. The level of knowledge grows as 

a function of study progress. In fact, the share of students enrolled in a three-year 

degree course who declare that they know the institute rises from 90.1% of first-year 

students to 97.7% of third-year students. 

 
Table 3 - Knowledge of Istat by type of degree course and year of course. 

Knowledge of Istat Year of course 
Total 

type of degree course  I II III IV subsequent ones Out of course 

No 15 4 4   23 

Bachelor 15 4 4   23 

Yes 181 166 176  38 561 

Bachelor 136 106 173  34 449 

Master 44 59 2  4 109 

Single cycle   1   1 

PhD 1 1    2 

Total 196 170 180   38 584 
Source: our processing of sample survey data 

 

Of the 561 students who declared that they knew Istat, 95% were also aware of 

the area of activity in which it operates and 72.5% used Istat data. Proportionately, 

master's students used Istat data more: 89.0% compared to 68.4% of bachelor's 

students. 87 students (15.5%) also participated in initiatives/activities of the Institute: 

seminars to promote statistical culture (33.9%), conventions and conferences 

(28.8%) organized by Istat or collaborated in the activities of data collection in 

censuses or sample surveys (26.3%). 
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Figure 1 - Students who participated in Istat activity initiatives by type of activity (percentage 

values). 

 

                  
                        Source: our processing of sample survey data 

 
2.5. Interest in working at Istat  

Of the 561 students who declared they knew Istat, 397 (70.8%) were interested 

in working there. On the other hand, there are 164 (29.2%) interviewees who do not 

find a job at Istat interesting, because they are not attracted by the type of activity 

carried out (50.3%) or not interested in working in the Public Administration 

(44.7%). As documented by Collins' studies (2006), the interest in working for an 

organization is influenced by the direct knowledge that potential candidates have of 

it. In fact, the share of students interested in working at Istat rises to 82.8% among 

those who have had a direct relationship with the Institute or mediated by other 

bodies and reaches 100% among those who have participated in training internships 

 
Table 4 -Interest in working at Istat. 

  
Interest in working at Istat 

No yes Total 

Absolute values 164 397 561 

Percentage values 29,2 70,8 100,0 

Participation in ISTAT initiatives/activities (percentages) 

No 31,4 68,6 100,0 

Yes 17,2 82,8 100,0 

of which, students who participated:    
- to censuses and sample surveys as municipal 

surveyor/manager 
29,0 73,3 100,0 

-to seminars, conventions/conferences 14,7 85,3 100,0 

-to seminars, conventions/conferences 12,5 87,5 100,0 

-to training internships             - 100,0 100,0 
Source: our processing of sample survey data 
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The interest in working in the Institute, like the knowledge of it, grows according 

to the progress in the studies. In fact, the share of students who look to Istat as a 

possible employer rises from 66.4% of bachelor's students to 89.9% of master's 

students. Significant differences are recorded when analysing the responses by 

nature of the university. Only 28.6% of students enrolled in non-state universities 

are interested in working at Istat. This result is quite predictable if one considers the 

greater orientation of these universities towards the private sector and the 

consolidated network of relationships with the same for the purposes of professional 

opportunities for their students. On the contrary, almost 80% of students enrolled in 

state universities are interested in working at Istat.  

 
Figure 2 - Interest in working at Istat, by gender, nature of the university, type and 

disciplinary area. 

 
         Source: our processing of sample survey data 

 

Finally, looking at the disciplinary areas of the degree courses, the majority of 

Statistical Sciences students (87.4%) see Istat as a potential employer, followed by 

Tourism Sciences students (79.4%), Political and legal sciences (77.2%) and 

Economic and business sciences (66.4%). As already highlighted, the reasons for the 

interest in working at Istat were revealed with a multiple-choice question. From the 

answers provided, it emerges that young people are interested in working at Istat 

because they believe that it offers the possibility of developing skills and 

competences (65.5%) and that it is an activity consistent with their studies (57.4 %), 
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carried out in a research-oriented institution (53.1%), with an interesting work 

content (50.6%). However, factors such as job security (28.2%), the opportunity for 

smart working (23.2%), the possibility of working in a peaceful working 

environment (16.4%) or to reconcile work with the needs of private life (20.4%). 
 

Figure 3 - Motivation of interest in working at Istat. 

Source: our processing of sample survey data. 

The distribution of motivations according to the main classification variables 

(sex, nature of the university, type and disciplinary area of the course of study) 

highlights some specificities. The possibility of developing skills and competences, 

for example, is more important for students of public universities (64.2%) than for 

those of private universities (53.8%); instead, working in a research institution is 

more important for those who attend a private university (65.4%, versus 52.3%). 

Relevance with the study path has a more relevant role for males (62.8%), for those 

enrolled in a public university (58.5%) and for those following a master's degree 

course (67.3%) or doctorate (100%). Significant differences also emerge from the 

analysis of the motivations according to the disciplinary area of the course of study. 

For those enrolled in a degree course in statistics, consistency with their studies 

(92.1%) is more important than the possibility of developing skills and competences 

(63.2%). Even in the case of students in the political-legal area, the possibility of 
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developing skills and competence (62.3%) ranks second in the ranking of 

motivations, surpassed by the opportunity to work in a research-oriented 

organization (67.2 %). As expected, given that they represent 55.7% of students 

interested in working at Istat, the impact of the motivations of students in the 

economic-business area closely follows the average values of the sample 

interviewed. 
 

2.6. Recruiting and employer branding in Istat 

Istat's recruiting and employer branding strategies were surveyed through a 

structured questionnaire, completed online by the General Director. The interview 

was aimed at understanding how Istat positions itself with respect to the variegated 

PA panorama and to analyse any overlaps between student expectations and the 

organisation's strategies. 

For the interview was used the same questionnaire as the survey: "Attracting 

talent and enhancing people: employer branding strategies in the Public 

Administration1", in order to be able to compare the position of Istat with that of the 

67 public administrations that participated in the survey conducted by FPA Indeed. 

The questionnaire was aimed at capturing the recruiting strategies, the specific EB 

activities carried out in the last two years and the organisation's assessment of the 

levers to be activated to improve recruiting and the organisation's attractiveness. 

Regarding candidate search channels, Istat, unlike the majority of organizations 

interviewed in the Attracting talents and enhancing people survey, uses sponsorship 

channels for tenders and competitions in addition to those provided for by the 

legislation. In particular, social networks are used, but also solutions of a more 

sectoral nature such as job supply and demand matching portals and other 

institutional portals, the latter solutions not very widespread among the 27 

organizations that declared they make use of different promotion channels from 

institutional ones. With reference to employer branding activities, it emerges from 

the interview with the General Director that Istat, like the majority of respondents to 

the Attracting talents and enhancing people survey, recognizes the importance of 

activities aimed at promoting the image of the company organization with employer. 

From the FPA-Indeed survey, however, the contradiction between the importance 

recognized by the organizations in EB activity and the actions undertaken is evident. 

In fact, only 21 organizations declared that they had carried out EB activities in the 

                                                      
1 Survey, carried out in April 2023 by FPA on behalf of Indeed, on a non-representative sample of 67 

human resources managers from as many public administrations, selected from the main central and 

local administrations and public companies in our country. See: 

https://www.forumpa.it/webinar/attrattare-talenti-valorizzate-le-persone-quali-strategie-di-employer-

branding-nel-settore-pubblico 
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last two years, mostly using traditional methods (e.g. dedicated sections of the 

organisation's portal). 

Istat, on the other hand, constantly carries out corporate communication 

initiatives to "speak its story" and make itself known also through the use of 

innovative methods. 

In particular, the Institute, in addition to scientific conferences aimed at a 

specialist audience, organizes seminars and dissemination events aimed at promoting 

statistical culture and presenting its activities and dissemination data warehouse. The 

curricular training internships which take place at the Istat offices are also very 

important. Istat has started the Employee Advocacy project, which makes employees 

voices and face of the Institute. In this way, in line with what is expressed in the 

relevant literature, employees become "ambassadors" of the Istat brand. Istat is 

therefore strongly engaged in corporate and EB communication activities both 

towards direct external audiences and towards indirect external audiences, i.e. 

towards those who have no interest in working at the Institute but who, in any case, 

making an positive idea of the organization can promote it as a workplace. 

With regard to growth prospects and the levers for improving recruiting and the 

attractiveness of the organization in general, Istat's position reflects the modal values 

revealed by the FPA-Indeed survey. The interview with the Director General of Istat 

confirms the significant role of recruiting and EB policies in the strategic choices of 

the Institute. In fact, in line with the staff development policies already highlighted 

previously, all 11 areas of improvement of the working environment examined in the 

FPA-Indeed survey are considered by Istat to be quite or very important. The culture 

of the centrality of the person and the recognition of human resources as an 

"intangible" asset essential for achieving objectives are now consolidated assets of 

the organisation. 

Like most of the entities that participated in the FPA-Indeed survey, Istat believes 

it is very important to develop empowerment and delegation to employees, provide 

prospects for professional growth and increase their loyalty. In the General Director's 

assessment, however, Istat must also focus heavily on the speed of personnel 

selection times, on work-life balance, on intangible benefits that allow bridging the 

reward and benefit gaps typical of public work, on digitalization of processes, all 

areas that the majority of human resources managers interviewed do not consider 

priorities for improving the working environment  
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Figure 4 - Importance attributed to the areas of improvement of the working environment by 

Istat and by the participants in the survey "Attracting talent and enhancing 

people" by FPA-Indeed (*). 

 
  Source: our processing of sample survey data 

(*) The symbol  identifies the response of the Director General of Istat 

 

Discussion 

In a general framework of a not yet fully mature PA about the adoption of EB 

policies, Istat seems to differentiate itself on choices and paths taken. In light of what 

has been analysed so far, what emerges is the Institute's desire to promote the 

corporate image and a clear ability to "know how to tell its story" and to develop, 

through various initiatives, a good "reputation". From the analysis carried out, 

several strong points emerge including a clear vision and mission; a working context 

oriented towards organizational well-being, employee empowerment and 

professional growth prospects; careful internal communication and external, the 

promotion of work-life balance. The data of the survey to the students, moreover, 

shows Istat’s optimal positioning as the agency of reference of the statistical 

production in our Country. It is also interesting to note how the areas of 

improvement of the working environment in which Istat considers it a priority 

to engage directly influence some of the factors (possibility of developing 

skills and competences, working for a research-oriented and innovative 

organisation, which offers interesting in a stimulating environment) indicated 

by students as potential elements of attraction of working in the Institute. A 

possible future application of this work may include implementing a stratified 
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probabilistic sample to investigate the observed results employing inferential 

statistics tools. 
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